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ABSTRACT 

 The Common European Framework of Reference (CEFR) was created out of a 

necessity of a new education policy that arose due to Europe becoming a multilingual 

and multicultural continent and citizens from various backgrounds starting to interact 

with each other. Though being a crucial framework in language education, the CEFR 

research has put linguistic and discursive aspects of learner language across levels under 

scrutiny rather less compared to other areas of second language literature. Motivated by 

the research lacuna on these aspects, the current research primarily aims to investigate 

syntactic complexity and discursive features in learner speech within and across the 

CEFR levels of proficiency. To achieve this aim, 314 texts of learner speech from an 

open-access corpus at different CEFR levels were analyzed in terms of syntactic 

complexity and discursive features. Qualitative content analysis and qualitative analysis 

with an automated tool were employed in the research to analyze the data. The analysis 

of the learner speech revealed that (i) most syntactic complexity indices were non-

normally distributed within the CEFR levels, (ii) syntactic complexity of the texts differ 

significantly across the CEFR levels, (iii) not a normal distribution of the discursive 

features was identified in most CEFR levels, and (iv) connectors and discourse markers 

were identified to be the features that were used the most in the whole corpus. Several 

pedagogical implications were drawn based on the findings of the research.  

Keywords: CEFR, syntactic complexity, discursive features, Coh-Metrix, NVivo 
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ÖZET 

 Avrupa’nın çok dilli ve çok kültürlü bir kıta haline gelmesi ve farklı sosyal 

çevrelerden gelen vatandaşların birbirleriyle etkileşime girmesinden ötürü yeni bir 

eğitim politikasının gerekliliği ortaya çıkmıştır ve Avrupa Dilleri Ortak Çerçeve 

programı da bu sebeple oluşturulmuştur. Dil eğitiminde çok önemli bir çerçeve olmasına 

rağmen, CEFR araştırmaları, öğrenen dilinin dilbilimsel ve söylemsel yönlerini diğer 

yabancı dil alanlarına kıyasla daha az inceleme altına almıştır. Bu yönlerle ilgili 

araştırma boşluğundan yola çıkarak mevcut araştırma, CEFR yeterlilik seviyeleri içinde 

ve farklı CEFR seviyeleri arasında öğrenen konuşmasındaki sözcüksel karmaşıklığı ve 

söylemsel özellikleri araştırmayı amaçlamaktadır. Bu amaca ulaşmak için açık erişimli 

bir derlemden alınan farklı seviyelerdeki 314 öğrenci konuşma metni sözcüksel 

karmaşıklık ve söylemsel özellikler açısından analiz edilmiştir. Araştırmada verileri 

analiz etmek için nitel içerik analizi ve bilgisayar destekli bir araçla nitel analiz yöntemi 

kullanılmıştır. Öğrenci konuşmasının analizi, (i) sözcüksel karmaşıklık indekslerinin 

çoğunun CEFR seviyeleri içinde normal olarak dağılmadığını, (ii) metinlerin sözcüksel 

karmaşıklığının CEFR seviyeleri arasında önemli ölçüde farklılık gösterdiğini, (iii) 

birçok CEFR seviyelerinde söylemsel özelliklerin normal bir dağılımı olmadığını ve (iv) 

bağlaçlar ve söylem belirteçlerinin tüm derlemde en çok kullanılan özellikler olduğunu 

ortaya koymuştur. Araştırmanın bulgularına dayanarak çeşitli pedagojik çıkarımlar 

yapılmıştır.  

Anahtar kelimeler: CEFR, sözcüksel karmaşıklık, söylemsel özellikler, Coh-Metrix, 

NVivo 
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INTRODUCTION 

 Since language, discourse, and communication are considered to be valuable 

constructs with which one may catch a glimpse of several processes that learners go 

through, characteristics of language and discourse in learner language has a significant 

value in language pedagogy. Hence, analyzing language and discourse related constructs 

can be of help in language education. Additionally, the CEFR is a highly significant 

document that is utilized in language teaching not only in Europe but also in other parts 

of the world. However, although the CEFR is one of the most influential frameworks in 

language education, little research has addressed the linguistic and discursive aspects of 

learner language across the CEFR levels. Correspondingly, the current thesis was 

designed to analyze linguistic and discoursal features that language learners employ at 

different proficiency levels. To this wake, the present research attempted to explore (i) 

the syntactic complexity of learners’ productions at specific the CEFR levels, (ii) the 

syntactic complexity of learners’ productions at across the CEFR levels, (iii) how 

learners at specific levels of the CEFR employ discursive features, and (iv) how learners 

across the CEFR levels employ discursive features.  

 Three hundred and fourteen texts from different levels of the CEFR constitute 

the sampling of the current research. In order to analyze the syntactic complexity of the 

learners, an automated analysis tool, Coh-Metrix, was utilized as the data analysis tool. 

To be able to capture the discursive features of the learners, qualitative content analysis 

was utilized as data analysis. In that vein, a computerized qualitative analysis tool, 

NVivo, was employed. The findings revealed that syntactic complexity of the learners 

differ significantly across the levels. Additionally, several discursive features are utilized 

across the levels, and the most frequent features were identified to be connectors and 

discourse markers.  
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CHAPTER 1 

1. INTRODUCTION 

This present section presents the background to the research. It then explains the 

statement of the problem, the purpose of the research as well as the significance of the 

research. 

 

1.1. BACKGROUND TO THE RESEARCH 

Those involved in education circles have been striving for defining the things 

language learners should learn and how they should be described so that everyone can 

understand and benefit from (Figueras, 2012: p. 477). With the European Union, Europe 

has become a multilingual and multicultural continent, which led policymakers to 

change the policies in education. To this end, The Common European Framework of 

Reference (hereafter, CEFR) was written by the Council of Europe, indicating the 

probable expansion of the language and culture policy document (Barni & Salvati, 2019: 

p. 418). The CEFR is a broadly referred and used document in language proficiency and 

language syllabi (Figueras, 2012: p. 477), and it is arguably one of the most influential 

frameworks in language education nowadays.  

As it is a widely referred document, it has been questioned by many scholars 

(e.g., Valax, 2011: p. 1; Weir, 2005: p. 281) in terms of its applicability, validity, 

suitability, etc. Based on the concern with regard to the validity of the descriptive scales 

of language proficiency in the document, Hulstijn, Alderson, and Schoonen (2010: p.17) 

address five research questions, one of which is immediately relevant to the concern of 

the present research:  

What are the linguistic profiles at every CEFR level for the two productive 

language skills (speaking and writing) and what are the linguistic features typical 

of the two receptive skills (listening and reading) at every CEFR level? 

(Hulstijn, Alderson & Schoonen, 2010: p. 17) 
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Furthermore, considering the fact that capturing the characteristics of language 

and discourse in learner language has very significant practical and theoretical value in 

education, as language, discourse, and communication have been considered as a 

motherlode providing potent insights into various processes that learners go through 

such as cognitive, affective, motivational, and social processes as well as other learning-

related phenomena (Dowell, Graesser, & Cai, 2016: p. 72). Syntactic complexity is one 

aspect of language that has received a considerable amount of scholarly attention in SLA 

research; however, there is not a consensus on the definition to operationalize the 

construct. Norris and Ortega (2009: p. 556) state that one agreement on the construct is 

that it is a rather complex concept that encompasses several levels and dimensions. 

Moreover, complexity as a term has been repeatedly mentioned in the CEFR; however, 

it is not defined thoroughly in the document. Other than the problems in the definition of 

the concept, it could be stated that it has been employed in L2 research from different 

perspectives such as task modalities, different groups of learners, and proficiency levels.  

As discourse also has a significant value in education, analyzing discursive 

features and how they are used by learners of L2 is of significance. Cohesion, coherence, 

discourse markers, and code-switching are among the features which have received 

scholarly attention in the L2 research. From the CEFR point of view, it would be fair to 

state that the document does not handle discursive features separately; instead, it deals 

with the concept discourse competence referring to learners’ ability “to arrange 

sentences in an order in order to produce coherent stretches of language” (Council of 

Europe, 2001: p. 123). The document assumes that as the proficiency level of the 

learners' increases, they are expected to develop good discourse competence, organizing 

their language in a cohesive, coherent, and effective manner (Council of Europe, 2001: 

p. 123). 

 Keeping the abovementioned research question (Hulstijn, Alderson & Schoonen, 

2010: p. 17) in mind, the present research aims to examine how a set of indices of 

syntactic complexity as well as a set of discursive features in spoken data of learner 

English differ between assessed CEFR levels.  
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1.2. STATEMENT OF THE PROBLEM 

In terms of the linguistic aspects, syntactic complexity has been recognized as an 

important construct in L2 teaching and research since the growth of syntactic complexity 

in learner language is a fundamental part of their development in the target language 

(Ortega, 2003: p. 492). Several measures of syntactic complexity (e.g., length of the 

production unit, amount of subordination, degree of sophistication of specific syntactic 

structures) have been employed and explored in the characterization of the construct in 

L2 research with the aim of finding valid and reliable syntactic complexity indices to 

determine and define learners’ proficiency level (Wolfe-Quintero, Inagaki, & Kim 1998: 

p. 119). However, the manual analysis of learner language is quite labor-intense, hence, 

most previous studies only investigated one or two indices of syntactic complexity in 

relatively small data. Furthermore, although it could be relatively easier for learners to 

master the vocabulary and grammar of a target language, they may still have issues 

when producing acceptable compositions because of the problems resulting from the use 

of discourse. Additionally, the CEFR includes some references to syntactic complexity 

and discourse; however, Khushik and Huhta, (2019: p. 3) assert that the references are 

mostly unsystematic and ambiguous, and not linkable with specific levels.  

 To this wake, an analysis of linguistic and discursive features is of significance. 

However, although the CEFR is one of the most influential frameworks in language 

education, little research has addressed the linguistic and discursive aspects of learner 

language across the CEFR levels. 

 

 

1.3. PURPOSE OF THE RESEARCH 

Considering the lack of studies on linguistic and discursive features in terms of 

learner language development, more studies are needed to better understand how these 

features are distributed across proficiency levels, specifically across the CEFR levels in 
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this research. To address the research lacuna, the present research aims to investigate 

syntactic complexity indices (i.e., left embeddedness, modifiers per noun phrase, 

sentence syntax similarity, and minimal edit distance) with the help of an automated tool 

(i.e., Coh-Metrix) and discursive features (i.e., backward reference, code-switching, 

connectors, discourse markers, high information load, reference to context, weak 

coherence) that are employed in learner language across the CEFR levels. In addition, 

how these features were distributed within the CEFR levels was also the concern of this 

research to better understand learner language at specific levels. To achieve this purpose, 

learner data were selected from a learner corpus and analyzed with a robust procedure 

(see Section 3.7 for further explanations of the procedure).  

 

1.4. SIGNIFICANCE OF THE RESEARCH  

 In view of the abovementioned brief background, the significance of the present 

research can be explained in many respects. To begin with, considering the lack of 

research in learner language across the CEFR levels, the research sheds light on how 

syntactic complexity and discursive features are distributed across the CEFR levels. In 

addition, which features are used by learners at specific levels of proficiency is also of 

great significance to better understand learner language. In that vein, the present 

research also provides insights into how these features are distributed within specific 

CEFR levels in learner speech. Furthermore, the research also contributes to the design 

of potential curricula for language learners including syntactic complexity and 

discursive features as such curricula would bring learners closer to the levels as defined 

on the CEFR. Finally, in terms of syntactic complexity, far too few studies on learner 

speech have employed an automated tool to investigate the indices across the CEFR 

levels. Additionally, yet again little attention has been paid to the discursive features 

other than connectors and discourse markers across the CEFR levels of proficiency. 

Hence, the current research yields a broader picture of learner speech across different 

levels of proficiency with the help of Coh-Metrix to investigate syntactic complexity and 

NVivo to analyse discursive features.  
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1.5. RESEARCH QUESTIONS 

Taken all together, the purpose of the research is twofold; first to examine the learner 

language in terms of syntactic complexity. Second, to investigate the learner language in 

terms of discursive features. More specifically, the current research addressed the 

following research questions: 

1. Is there consistency within the same CEFR level distribution in a spoken learner 

corpus in terms of syntactic complexity? 

2. Is there a significant difference among CEFR level distributions in a spoken 

learner corpus in terms of syntactic complexity? 

3. Is there consistency within the same CEFR level distribution in a spoken learner 

corpus in terms of discursive features? 

4. Is there consistency among CEFR level distributions in a spoken learner corpus 

in terms of discursive features?  

 

1.6. CONCLUSION 

 In short, this research examines the growth trajectories of spoken syntactic 

complexity and discursive features in learner language across different levels of the 

CEFR. The research builds on these features in two ways. To begin with, an analysis of 

a corpus of 314 samples produced by learners at different proficiency levels were 

analyzed rather than using experimental data, which is common in previous research on, 

especially syntactic complexity. Polat et al. (2019) include that nonexperimental data are 

of great significance in understanding L2 development considering research on 

ecological validity and research-driven pedagogy. Second, the current research is 

exploratory since it is not based on specific hypotheses that assume how syntactic 

complexity and discursive features might characterize specific CEFR levels. Instead, a 

range of indices taken from Coh-Metrix and a set of discursive features taken from the 

corpus used in this research have been investigated. For a more in-depth explanation of 

the procedures, please see the section 3.7.   
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CHAPTER 2 

2. THEORETICAL FRAMEWORK AND LITERATURE REVIEW 

 

2.1. INTRODUCTION 

 This chapter aims to cast light on the theoretical constructs and relevant literature 

of the CEFR, syntactic complexity, and discursive features in diverse contexts. First, it 

presents the CEFR and historical background of it along with the introduction of the 

Common Reference levels. Next, an overview of syntactic complexity and relevant 

empirical studies are demonstrated. Also, the relationship between syntactic complexity 

and the CEFR, and the bulk of current research on these concepts are reviewed. Finally, 

discursive features and related empirical studies are presented based on the aims set  as 

well as the relationship between discursive features and the CEFR.  

 

2.2. THE COMMON EUROPEAN FRAMEWORK OF REFERENCE  

 Educators and policymakers have been attempting to define what language 

learners should learn and how it should be described in a fashion that everyone involved 

can understand and benefit from (Figueras, 2012: p. 477). People involved in language 

studies in the twentieth century were actively working to describe the language itself, 

how it is learned, what processes learners go through, how it should be taught, and how 

it should be assessed. With the emerge of the European Union, Europe has become a 

multilingual and multicultural continent, and the development of technology has helped 

to accelerate this process. What was once thought to be far was not considered that far 

any more thanks to technology, which increased the interaction between the citizens 

from different backgrounds accordingly. All these required changes in every aspect of 

life, consequently, the Council of Europe particularized the necessity of a new policy on 

education. However, it must also be noted that the authors of the document clarified 

from the very beginning that the CEFR is not aspired to establish a uniform pan-
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European system. Instead, they strongly state that the chief purpose of the document is 

to encourage reflection and discussion as well as presenting ways to describe the 

diversity. 

 In 1991, an intergovernmental symposium in Switzerland requested the Council 

of Europe to undertake the construction of “a Common European Framework of 

Reference for language learning at all levels” and a European Language Portfolio (ELP) 

(Council of Europe, 1992: p. 37). CEFR is a groundbreaking language policy document 

developed by the Council of Europe in 1992. The aim of developing the CEFR at all 

levels was to support and encourage collaboration among educational institutions in 

different countries, to provide a foundation for shared acknowledgment of language 

qualifications, and to assist parties involved in the learning process to position and 

harmonize their efforts (Trim, 2007: p. 38). The Council of Europe drew up CEFR as an 

open-access document in 1996, which hinted the probable expansion of the language and 

culture policy document (Barni & Salvati, 2019: p. 418). From 1998 to 2000, several 

pilot projects have further explored possible forms the document might take in different 

educational contexts (Little, 2012: p. 1) and revised it based on the wide-ranging 

feedback from users and discussions. Finally, CEFR was officially published in English 

and French in 2001 to coincide with the opening of the European Year of Languages.  

 One of the main aims of the document is aligning the language learning, 

teaching, assessment and testing so that learning outcomes across language, countries, 

and contexts are accessible for comparison. Put differently, the CEFR intends to be 

utilized for learners’ needs analysis, to stipulate language learning outcomes, to assist in 

developing L2 learning materials and assessment schemes for language learning 

outcomes (Little, 2006: p. 167). The document is quite comprehensive and descriptive in 

nature referring to all languages, encouraging language practitioners to utilize the 

document at their discretion. North (2007: p. 656) calls the document a ‘concertina-like 

reference tool’ stating that it is not something to be applied in a prescriptive manner, 

rather, users should utilize it as it is appropriate to their context.  



9 
 

Since 2001, the European Commission has adopted the CEFR in its language 

policies such as EC Action Plan (Barni & Salvati, 2019: p. 418). Having been translated 

into over 30 languages, the framework has strongly and widely influenced language 

teaching and examining and has been employed and consulted by several countries 

around the world to develop foreign language policies (Figueras, 2012: p. 477). To 

gather more information about the use of the CEFR in more than 40 member states of 

the Council of Europe, Martyniuk and Noijons (2007: p. 2) conducted research, and the 

results demonstrated that the CEFR was predominantly employed and considered as a 

beneficial tool for all aspects of language teaching. In a similar vein, Broek & van den 

Ende (2013: p. 71) reported similar results of a research conducted to provide an insight 

into the extent to which the CEFR is implemented in six European countries.  

Today, it is prevalently acknowledged that the CEFR is a symbol of globalization 

in education and a significant example of working together internationally in educational 

policy and practice (Normand-Marconnet & Bianco: p. 282). The framework has been 

called ‘one of the most influential publications of the last decade in the field of language 

learning and language testing in Europe’ (Figueras et al. 2005: p. 261). Furthermore, 

Byrnes (2007: p. 645) adds that the CEFR has gained such an undeniable momentum 

that all people involved in language education in Europe will need to refer to it at a 

certain point.  

 

2.2.1. The Common Reference Levels 

 To date, the principal contribution of the CEFR seems to be the Common 

Reference Levels predominantly used by education stakeholders in order to outline 

standardized definitions of levels of language proficiency. Heyworth (2006: p. 181) 

includes that the best-known feature of the CEFR is the Common Reference Levels, 

being at the heart of the framework. The levels soon outshone the other aspects of the 

document and became the gem of policymakers, practitioners, researchers, and all the 

other people involved in language teaching (Figueras, 2012: p. 479).  
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The CEFR level descriptors provide a thick description of what learners are 

capable of in terms of language knowledge and skills, positively drafted in ‘can-do 

statements’. From the CEFR point of view, learners progress through six stages under 

three main user-level categories. The Common Reference Levels in the CEFR 

characterize this learner progress in terms of communicative activities and 

communicative competences (North, 2005: p. 30). The levels are composed of a 

thorough description of levels along the global proficiency scale at six levels. The three 

broad user levels, the basic user (A1-A2), the independent user (B1-B2), and the 

proficient user (C1-C2) have been developed with the intention of reinforcing the 

usability of the framework. Furthermore, to comply with the learning outcomes of the 

European language learners, six broad levels, Breakthrough (A1) and Waystage (A2), 

Threshold (B1) and Vantage (B2), and Effective Operational Proficiency (C1) and 

Mastery (C2) have been outlined by the Council of Europe (Council of Europe, 2001: p. 

23). In tables and scales of descriptors, the CEFR constantly displays C2 (Mastery) at 

the top and A1 (Breakthrough) at the bottom.  

The ‘can-do’ statements describe what each level should be considered to 

subsume the level below on the scale. Put differently, a learner at the C1 level is 

presumed to be capable of what the descriptors include in the A1, A2, B1, and B2 levels 

of the CEFR. Furthermore, it must also be noted that C2 level learners are not 

characterized to be native speakers in the same manner that A1 level learners are not 

considered to be a complete beginner. The level descriptors only intend to label the 

language skills assumed to be typical for successful learners. Thanks to the CEFR levels, 

language educators are guided in terms of identifying the language competency levels of 

learners, which helps develop curriculum and courses with the aim of promoting 

communicative competence (Tannenbaum & Wylie, 2005: p. 1).  

 

2.3. COMPLEXITY IN SLA RESEARCH 

 Within the SLA literature, the construct of complexity takes two significant 

roles: figuring as an independent variable and as a dependent variable (Bulté & Housen, 
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2012: p. 21). In the former, the influence of complexity on aspects of L2 performance or 

proficiency is investigated. To exemplify, Spada and Tomita (2010, p: 263) conducted a 

meta-analysis to investigate the effects of instruction on simple and grammatical features 

of English. In the latter, on the other hand, complexity is investigated to see whether it 

describes L2 performance and indicates L2 proficiency. In this line of research, the 

complexity is measured with the aim of displaying the effect of other variables such as 

age, level, etc. on L2 acquisition. However, the construct of complexity was not defined 

clearly or if it was defined, it was done vaguely in the current research (Bulté & Housen, 

2012: p. 22). Consequently, the results of the studies presented mixed and contradictory 

results (Bulté & Housen, 2012: p. 22). In that vein, the more explicit characterization of 

the construct is of great importance to help interpret the results of the studies on 

complexity measurements.  

 

2.3.1. Defining Complexity 

 Complexity has been researched comprehensively in several fields of research 

ranging from natural sciences to social sciences, and it was investigated in second 

language research as well (Khushik & Huhta, 2019: p. 2). However, researchers have not 

been able to reach a consensus on the definition of complexity (Bulté & Housen, 2012: 

p. 22), and there is a dearth of scrupulous definition to operationalize the construct 

except the acknowledgment that the concept is very complex encompassing several 

levels and dimensions (Norris & Ortega, 2009: p. 556). To address this issue, Bulté and 

Housen (2012: p. 22) suggested a framework detailing complexity reposing on the 

theoretical discussions by previous researchers such as Dahl (2004: p. 2) and Miestamo 

(2008: p. 8). The framework distinguishes a relative and an absolute approach to the 

construct of complexity. The former refers to the complexity in connection with 

language users’ mental efforts whereas the latter defines complexity in objective and 

quantitative terms as the number of distinct components and connections between 

several linguistic features (Bulté & Housen, 2012: p. 24). Absolute complexity consists 

of linguistic, propositional, and discourse-interactional complexity.  
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 Linguistic complexity is further divided into two components: grammatical 

complexity and lexical complexity (Bulté & Housen, 2012: p. 26), and grammatical 

complexity also consists of two major sources: syntactic complexity and morphological 

complexity. For the purpose of the current research, syntactic complexity and related 

research studies will be presented in the following sections.  

 

2.3.2. Syntactic Complexity 

Skehan (1996: p. 46) defines syntactic complexity (SC, henceforth) as “the stage 

and elaboration of the underlying interlanguage system”. According to Ortega (2003: p. 

492), SC is the set of forms appearing in language production and the extent of 

complexity those forms reach. Ryshina-Pankova (2015: p. 2) challenges this definition 

and presents a theoretically sound argument of “meaning dimension of complexity”, or 

“discourse semantic motivations syntactic complexity”. She argues that SC is one 

feature of language production driven by the practical necessity to use complex language 

within discourse (Ryshina-Pankova, 2015: p. 2). Ortega (2015: p. 5) adds that from an 

educational perspective, Ryshina-Pankova’s approach to SC with a linguistic, 

communicative, and rhetorical intent is more likely to create practical connections 

between SC as objective and specific pedagogical matters and uses to cater to 

educational necessities.  

 The construct has received a considerable amount of scholarly attention in 

second language attainment research in recent years (Bulté & Housen, 2014: p. 43; Polio 

& Yoon 2018: p. 2). Polat, Mahalingappa, and Mancilla (2019: p. 3) assert that since SC 

is regarded as a robust indicator of L2 competence, researching on it can enhance the 

understanding of a wide variety of matters regarding L2 learning, use, development, and 

assessment. In a similar vein, Crossley and McNamara (2014: p. 67) argue that SC 

output of L2 learners equals to L2 progress as development in L2 necessitates the 

attainment and production of less frequent and larger range of syntactic features.  

 In SLA research, various measures have been suggested to assess the linguistic 

performance of L2 learners (Ortega 2003: p. 492). The SC measures most widely 
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utilized in language-related fields relied on length of units, and the same measures were 

also employed in SLA research (Norris & Ortega, 2009: p. 558). Furthermore, Biber, 

Gray, and Poonpon, (2011: p. 7) include that SC was traditionally measured with T-

units. T-unit stands for a terminable unit, videlicet, a main clause, and all related 

dependent clauses (Renkema, 2004: p. 226). Wolfe-Quintero, Inagaki, and Kim (1998: 

p. 119) reported the reliance on T-unit-based measures in early research studies 

concluding that they are “the best complexity measures so far”. Consequently, Biber et 

al. (2011: p. 8) assert that it is probable that research on L2 development depended 

greatly on these measures because of the recommendation of Wolfe-Quintero et al. (e.g., 

Brown, Iwashita, & McNamara, 2005: p. 11; Gyllstad, Granfeldt, Bernardini, & 

Källkvist, 2014: p. 11; Larsen-Freeman, 2006: p. 595; Jiang, 2012: p. 11). The use of T-

units as measures of SC in SLA research has yielded contradictory results, with some 

research claiming no relationship between the measure and syntactic growth (e.g., 

Casanave, 1994: p. 179; Ishikawa, 1995: p. 59) and some claiming a strong relationship 

(Ortega, 2003: p. 509; Stockwell & Harrington, 2003: p. 342).  

 Other than T-units, the mean number of clauses per Analysis of Speech unit (AS-

unit) has been frequently utilized in SLA research since Foster et al. (2000: p. 365) 

proposed it as a better option for oral discourse segmentation. Moreover, Bulté and 

Housen (2012: p. 21-46) counted more than 40 different complexity measures in 

research studies published between 2005 and 2008, including measures of T-unit, 

clauses/sentences, dependent clauses/ total clauses, etc. (Bulté & Housen, 2014: p. 44). 

Crossley and McNamara (2014: p. 68) also state that other SC measures employed in L2 

research include the embeddings, the coordination, phrasal units, and the frequency of 

clauses and phrases used.  

 

2.3.3. Empirical Studies on Syntactic Complexity 

  Researchers of L2 development are incrementally focusing on measures of 

complexity as well as accuracy and fluency to assess learners’ written and oral output  

(Polat & Kim, 2013: p. 186). In that vein, SC has been widely researched on the writing 
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performance of L2 learners. Some of this research have investigated the acquisition and 

the use of SC measures’ particular aspects in asynchronous online discussions (e.g., 

Mancilla et al. 2015: p. 112), whereas others focused on the variability of development 

of SC (e.g., Verspoor et al., 2008: p. 214). Overall, several aspects and measures of SC 

have been paid attention to in L2 writing research.  

 One aspect of research on SC in L2 writing is instructional effectiveness in 

several L2 programs. For instance, Cooper (1976: p. 176) investigated the development 

of SC between five groups of different proficiency levels and reported significant 

differences between levels beyond one year of instruction. Moreover, Serrano et al. 

(2012: p. 138) analyzed 14 Spanish-speaking learners of English from a longitudinal 

perspective. They analyzed the data in terms of SC as well as other aspects and found 

out linear improvements in the complexity of L2 writing. Likewise, the findings reported 

by Mazgutova and Kormos (2015: p. 3) suggest that instruction plays an important role 

in SC development over time.  

 Another aspect of research on SC and L2 writing is the correlation between 

learners’ proficiency and SC measures. Several research studies on proficiency and SC 

have been conducted on the SC indices. One commonly researched index is the mean 

length of clause (MLC). In their research, Cumming et al. (2005: p. 5) assessed the 

discourse of texts written for TOEFL with reference to lexical and SC and grammatical 

accuracy as well as several other aspects. They reported a significant positive 

relationship between SC and proficiency levels of the learners. Similarly, in her 

synthesis of college-level L2 writing, Ortega (2003: p. 496) focused on the studies 

investigating the relationship between SC and proficiency differences of learners. The 

analysis focused on the six most prevalently used measures of SC including MLC. The 

quantitative analysis on MLC revealed that there may be a statistically significant 

difference between proficiency level and MLC provided that the differences are slightly 

over a word and the sample is large. However, Knoch, Rouhshad, and Storch (2014: p.1) 

examined learners’ writing proficiency in terms of accuracy and syntactic and lexical 

complexity and found out that there were no observed gains in terms of MLC in relation 

to learners’ proficiency.  
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Another favorable measure employed in SLA research of SC is T-units. To 

exemplify, Benzehaf (2017: p. 43) investigated the correlation between English 

proficiency and complexity, accuracy, and fluency measures in writing. To measure 

complexity, they utilized the number of dependent clauses per T-unit, and the results 

yielded a strong correlation between proficiency and complexity. In another study, 

Becker (2010: p. 406) investigated complexity differences across different levels and 

found differences in the number of clauses per T-unit and words per T-unit. However, he 

observed no differences with regard to the number of T-units across groups.  

In another writing research, Díez-Bedmar and Pérez-Paredes (2020: p. 4) 

examined noun phrase SC in the writing of Spanish secondary school learners in the 

International Corpus of Crosslinguistic Interlanguage by using manual parsing and an 

automated analysis tool. The results of their study revealed that SC in noun phrases 

develops in premodifying slots, and they argue that nouns and modifiers, and determiner 

+ multiple premodification + head can be used as measures of SC in learner language 

development.  

 Research on SC of L2 writing has provided significant results to the field. On the 

other hand, from both empirical and theoretical perspectives, it is widely acknowledged 

that spoken and written output are complex in different ways (Biber et al., 2011: p. 10). 

Some features associated with complexity are far more common in speech than in 

writing (see Biber et al., 2011: p. 1). To this end, the research on SC in L2 speaking 

should also be presented.  

  Although complexity is widely associated with L2 writing research, there is a 

plethora of research on SC and L2 speaking as well. Several researchers investigated SC 

through analyzing speech samples. To exemplify, Ortega (1999: p.109) sought to 

investigate the impact of pre-task planning opportunity and SC, lexical range, accuracy 

and fluency as well as other aspects regarding the planning process of learners. The 

results demonstrated that the mean number of words per utterance was significantly 

higher in the planned output. In another study, Iwashita, McNamara, & Elder (2001: p. 

401) investigated the association between task characteristics and performance 
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conditions and different levels of fluency, complexity, and accuracy. They measured 

complexity by calculating the number of clauses per C-unit. The results yielded that task 

conditions did not have an impact on the scores of learners regarding complexity and 

other aspects. Furthermore, Ferrari (2012: p. 277) investigated the development of SC, 

accuracy and fluency in four L2 learners of Italian and two native speakers of Italian in 

relation to task types over the course of three years. The data were collected with the 

help of dialogic and interactive tasks, and they were measured with AS-unit (a unit 

specifically designed for spoken production) and the average number of words per 

clause. In terms of SC, her findings suggested that learners’ scores increased for clause 

length, but no increase was observed for subordination.  

More recently, by addressing the research lacuna of advanced naturalistic 

learning, Polat and Kim (2013: p. 187) examined the language development of an 

untutored Turkish immigrant over one year in comparison with three native speakers. 

After they converted the data to another format to be compatible with the program they 

utilized, the data were analyzed for SC measures (viz., mean length of AS-units, clauses 

per AS-unit, mean length of clauses), lexical diversity, and accuracy. The results 

demonstrated that SC in learner’s speech showed “potential but unverifiable gains” 

(Polat & Kim 2013: p. 184). Furthermore, Lahmann et al. (2015: p. 354) investigated the 

factors influencing grammatical and lexical complexity with the help of L2 spontaneous 

oral interviews with a sample of 102 participants. The measures they employed in the 

research consisted of the mean number of words per AS-units, the mean number of 

dependent clauses, the mean number of nonfinite adverbial dependent clauses (DCs) per 

AS-unit, and mean number of words per noun phrase. According to the results, gender 

and level of education have a significant impact on syntactic and lexical complexity.  

In another study, Nippold et al. (2017: p. 1) examined SC in L2 speaking with 

the help of interviews consisting of different tasks. They analyzed the data for mean 

length of communication unit and clausal density. The results yielded that SC was 

greater in narrative and critical-thinking tasks than the conversational task. Also, De 

Clercq and Housen (2017: p. 315) analyzed cross-sectional data from adolescent native 

speakers of four different proficiencies. The results revealed a progressive increase in 
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SC in both groups. In addition, Vercellotti (2018: p. 233) examined the development and 

variation of SC in L2 speech of 66 learners over three academic semesters. All measures 

of SC showed significant and meaningful progress in the speeches of L2 learners over 

time. More recently, Lambert and Nakamura (2018: p. 1) compared the discourse of 

Japanese learners of English at three levels (native, advanced, and intermediate) with 

their native English‐speaking peers in completing six communication tasks to better 

comprehend the emergence of SC in terms of developing (L2) proficiency. The results 

revealed that some features of SC (the four types of clause combination strategies) vary 

with proficiency level.  

Taking stock of the research carried out on SC, one may observe that the concept 

has been employed in several research studies from the perspectives of task modalities 

(written or spoken), groups of L2 learners and proficiency levels, and various measures 

have been utilized in this line of research (Kuiken et al., 2019: p. 3).  

 

2.3.4. Syntactic Complexity and Coh-Metrix 

Researchers conducted studies on SC measuring from various perspectives. 

However, less attention has been directed toward a discussion of how automated 

measures were employed in L2 research (Polio & Yoon, 2018: p. 2). Automated tools 

have started to provide a more available and theoretically sound approach to scrutinizing 

SC (Azadnia, Lotfi & Biria, 2019: p. 235-236). One automated tool that can be used for 

complexity measures included in research extensively is Coh-Metrix which was first 

introduced as a part of a research study by Graesser et al. (2004: p. 193). Coh-Metrix 

enables researchers to gauge deeper levels of textual features and characteristics 

including SC, and it has been widely employed in linguistics and applied linguistics 

fields.  

Of those researchers using Coh-Metrix to measure SC, McNamara, Crossley, and 

McCarthy (2010: p. 57) aimed to detect linguistic features of writing quality in English 

as the first language. To this end, they examined 120 argumentative essays from 

undergraduate students using Coh-Metrix measures of the mean number of higher-level 
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constituents per word and number of words before the main verb. Findings revealed that 

the biggest significant difference was in the use of left embeddedness measure between 

high- and low-proficiency essays. Furthermore, Crossley and McNamara (2011: p. 271) 

investigated the intergroup homogeneity within the high intermediate and advanced L2 

writers from four different first language backgrounds in order to determine which 

features distinguished among L1 groups. They investigated the left embeddedness 

structure in the groups and found differences between some groups but did not 

contribute much to discriminate the groups. Based on this result, the researchers suggest 

that some aspects of L2 writing may rely on linguistic knowledge as a result of language 

experience and proficiency level. Kormos (2011: p. 148), in a similar vein, examined 

how SC differs in two different task types. By using left embeddedness and modifiers 

per noun phrase measures on Coh-Metrix, the research found that there were no 

differences in complexity on the two Coh-Metrix measures.  

In a later study, Banerjee et al. (2015: p. 5) set out to identify which text features 

predict writing proficiency and distinguish among levels of proficiency. By 

operationalizing SC as the number of modifiers per noun phrase by Coh-Metrix, the 

researchers found that SC did not distinguish the levels of proficiency. However, it must 

be noted that the researchers only used one measure of SC, which, as also they claim, 

might have affected the results of the research. In a later study, Riazi (2016: p. 15) 

explored readability based on word length and sentence length, left embeddedness, 

sentence syntax similarity, passive density, and the average number of modifiers per 

noun phrases with an aim of comparing learners’ writings on three tasks. The tasks were 

observed to be similar in terms of left embeddedness and sentence syntax similarity.  

More recently, Shooraki, Barati, and Moinzadeh (2020: p. 84) examined the 

linguistic and discoursal differences in TOEFL-iBT essays of Iranian learners. Using 

Coh-Metrix, they analyzed the texts in terms of text easability, cohesion, lexical 

sophistication, and syntactic complexity. The findings of the study revealed that 

analyzing discourse qualities such as cohesion can help anchor the scores of test-takers 

empirically.  
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2.3.5. Syntactic Complexity and the CEFR 

 In the literature review, several studies that have measured SC from different 

aspects of language were perused. Extending the literature review of SC in L2 writing 

and speaking research, this section will include the relationship between the CEFR and 

SC and current research carried out to investigate it.  

 Housen et al. (2012: p. 302) state that some significant questions about the link 

between complexity and proficiency rating scales (e.g., the American Council on the 

Teaching of Foreign Languages proficiency scale, CEFR proficiency scale) remain 

unanswered to this day. Consequently, these two important concepts in language 

education circles should be considered an important aspect, and research related to the 

relationship between the CEFR and SC should be reviewed.  

 The concept of complexity is repeatedly mentioned in the CEFR document 

referring to complex language, complex speech, simple syntax, etc. (Gyllstad et al. 

(2014: p. 5). Accordingly, one may observe that the CEFR is broadly representative of 

the concept of complexity and its antonym simplicity. However, regardless of being 

frequently referred to, the concept is not defined thoroughly in the document (Gyllstad et 

al., 2014: p. 5). By analyzing the terminology used in all scales of the CEFR, Gyllstad et 

al. (2014: p. 5) observed four issues. First, the terms complex, simple and basic occur 

highly frequently in the document. Second, the terms specifically repeatedly occur at the 

beginning levels of the CEFR. Third, the development starts in simple structures and 

progresses into incrementally more complex structures. Finally, in line with the third 

observation, the researchers included that at the beginning levels only adjectives simple 

and basic are included whereas, at B1 level, descriptors start including the adjective 

complex alongside simple and basic, and at levels above B1, only the adjective complex 

is included. Consequently, it is fair to assume that the CEFR considers the B1 level 

appropriate for learners to start producing complex sentences.  
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2.3.6. Syntactic Complexity, the CEFR, and Empirical Studies 

 Researchers of L2 have endeavored to distinguish linguistic features of L2 

production across different levels of L2 proficiency (Bulté & Roothooft, 2020: p. 1). 

English Profile (EP) project is one of the significant attempts aiming to match different 

levels of the CEFR with English lexical and grammatical features (Hawkins & Filipović, 

2012) (For an overview of research on EP project see Kurteš & Saville, 2008: p. 2-4; 

Salamoura, 2008: p. 5-7). Other than the EP project, several studies have analyzed the 

relationship between L2 complexity and the CEFR proficiency scales.  

 In L2 studies, the definition of proficiency is rather vague or implicit, and 

different operationalizations arise, which also applies to the studies investigating the 

correlation between linguistic features and L2 proficiency levels (Bulté & Roothooft, 

2020: p. 1). A number of studies have operationalized proficiency in terms of the CEFR 

levels. An example of work relying on the CEFR proficiency levels and SC can be found 

in Kim (2004: p. 31) who investigated CEFR-rated scripts obtained from 33 Chinese 

learners of English on an English for Academic Purposes (EAP) course. The study 

aimed to describe how learners at different CEFR levels (viz., A2, B1, B2) vary in 

grammatical complexity in writing. The SC measures used in the research were a variety 

of structures, the number of subordinate clauses, and shift from clauses to phrases. The 

results revealed a progression from A2 to B2 levels in all SC measures except for 

nominal clauses per clause and gerund phrases per clause, and the difference in SC was 

far clearer between B1 and B2 compared to A2 and B1.  

Furthermore, Kuiken, Vedder & Gilabert (2010: p. 81) examined the relationship 

between communicative adequacy and linguistic complexity operationalized as SC, 

lexical diversity and accuracy to provide learner performance at a particular CEFR level 

and contribute to the portrayal of learner language at a specific proficiency level. The 

researchers analyzed 200 short essays written by three groups of university students 

consisting of international students learning Dutch as L2, Dutch students learning Italian 

as L2, and Dutch students learning Spanish as L2. The participants varied in the CEFR 

proficiency level from A2 to C1. The results did not demonstrate a significant 
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correlation between communicative adequacy and measured SC, and the SC measures 

did not seem to guide the rated CEFR levels for linguistic complexity. 

Another example of research based on CEFR proficiency levels and linguistic 

features, as mentioned above, can be found in the EP project (Hawkins & Filipović, 

2012). The results have demonstrated that one measure of SC, mean length of utterance, 

progresses in line with learners’ CEFR levels (Hawkins & Filipović, 2012: p. 23). The 

researchers conclude that learners produce more syntactically complex utterances as 

they progress into upper CEFR levels. Similarly, Green (2012: p. 124) aimed to 

distinguish between texts at the CEFR B2, C1, and C2 levels. By using three automated 

text analysis tools (Coh-Metrix, Wordsmith tools, and RANGE), Green (2012: p. 124) 

investigated lexical and syntactic complexity across CEFR levels. Significant 

differences in the noun phrase incidence and the number of modifiers per noun between 

B2 and C1 levels were reported in the study. In addition, the results revealed that 

sentence syntax similarity differs in C1 and C2 levels.  

Moreover, Verspoor et al. (2012: p. 1) aimed to investigate the indices of 

language development in L2 written data based on the Complexity, Accuracy, and 

Fluency (CAF) model. To do so, the researchers investigated 437 Dutch learners of 

English. They collected descriptive written data from the participants and rated them in 

line with CEFR levels A and B. The results obtained from the data revealed an increase 

in the mean T-unit length across levels. Additionally, researchers concluded that learners 

at the beginning levels are more involved with words rather than syntactic complexity. 

Also, they found complex sentences to be a reasonably good separator of levels, 

especially between A1.2 and A2, dependent clauses to be a notably good separator and 

relative clauses to increase continually across all levels (Khushik & Huhta, 2019: p. 5).  

In another study, Gyllstad et al. (2014: p. 1) investigated the correlation between 

linguistic features and the CEFR proficiency levels, though the texts in the data set 

ranged preponderantly between A1 and B2. The data consisted of 120 learners’ written 

texts in three different languages L2 English, L3 French, and L4 Italian and were 

analyzed through SC measures (length of T-unit, subclause ratio, and mean length of 
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clause). The results yielded that overall and in each language, three measures of SC 

significantly correlate to assigned CEFR levels. Moreover, the researchers found out that 

learners at CEFR level A do not significantly differ in SC irrespective of language while 

learners at CEFR level B do differ across languages. 

In a similar vein, Kang and Yan (2018: p. 24) also examined linguistic features 

distinguishing CEFR levels. Applying a quantitative/corpus-based approach, the 

researchers analyzed speaking performance in several linguistic features across four 

CEFR levels. The researchers coded the data for linguistic features for grammatical and 

lexical complexity, discourse management, and pronunciation. They measured 

grammatical complexity through verb-phrase complexity per T-unit, the number of 

clauses, and the number of dependent clauses. Though the research did not 

operationalize SC as a measure, the measures of complexity were the measures used in 

SC research, as the literature review suggests. The findings suggest that all measures of 

SC, except the number of T-units, increased significantly between B1 and C2 levels. 

Moreover, the total number of clauses, total number of dependent clauses, and clauses 

per T-unit were found to be the measures to distinguish between B1, B2, and C2 (Bulté 

& Roothooft, 2020: p. 4) 

More recently, Alexopoulou et al. (2017: p. 180) investigated how learner 

language developed in a longitudinal learner corpus-based on linguistic complexity and 

accuracy analysis across proficiency levels. Researchers analyzed texts on an open-

access corpus consisting of writings submitted to an online school whose curriculum 

contains CEFR levels from A1 to C2. Based on three SC indices (viz., average sentence 

length, mean length of clause, and subordinate clause per T-unit), the researchers 

reported an increase in sentence length across all CEFR levels as well as an increase in 

the length of clause from A2 to B2 and in subordinate clause per T-unit from A1 to B2. 

In addition, Lahuerta Martínez (2018: p. 1) examined differences in SC in L2 English 

writing by means of SC measures between stated A2 and B1 levels and compared the 

scores of SC measures with learners’ overall writing quality. The researcher reported a 

significant correlation between SC and the writing quality of learners. Moreover, the 

study reported a significant difference between the levels in terms of sentence length, 
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compound and complex sentence ratios, coordinate and dependent clause ratios, and 

noun phrases per clause. However, the placement of learners at CEFR levels in this 

research is only based on the researchers’ statements and learners’ grade levels.  

Different from other empirical studies, in a research paper investigating two 

linguistically different groups of English learners in two different countries, Khushik 

and Huhta (2019: p. 8) examined how the CEFR levels differ in SC in the writings of 

learners from two different backgrounds. The data were gathered from 868 Pakistani and 

287 Finnish learners who wrote the same argumentative essay rated on a CEFR-based 

scale. By means of automated analysis tools, the texts were analyzed through 28 SC 

indices. The indices with the most significant difference between groups were length 

measures and phrasal density. Also, the CEFR levels A1, A2, and B1 were observed to 

be distinguished by the length of production units, subordination, and phrasal density 

indices. However, A2 and B1 levels were found to be not comparable in terms of SC 

between the two groups. Finally, the researchers included that as the proficiency of 

learners’ progress, linguistic differences increase as well.  

Taking together the other aspects that have been researched on in the previous 

studies, Kuiken and Vedder (2019: p. 193) examined the extent of variation and 

regularities in SC across CEFR levels between L2 and L1, and across different 

languages. The researchers carried out the analysis on the basis of written argumentative 

texts from 32 L2 learners of Dutch, 39 of Italian, and 23 of Spanish, and the proficiency 

level of the participants ranged from CEFR A2 to B1. Assessing the SC by means of the 

mean number of clauses per T‐unit, the number of dependent clauses per clause, and 

other specific measures used for subordination, coordination, and phrasal complexity, 

the researchers found out that as the proficiency increase, learners use more coordinate 

and subordinate clauses. Also, the results implied a variation in the process of 

progressive complexification across proficiency levels, across different languages, and 

across L1 and L2 (Kuiken & Vedder, 2019: p. 192) 
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2.4. DISCURSIVE FEATURES  

Many linguists define ‘discourse’ as anything independently of the notion of the 

sentence (Schiffrin, Hamilton & Tannen, 2011: p. 1), focusing on context and social 

functions rather than operating on grammar level (Mohamadi & Rahimpour, 2018: p. 

19). Though learners may master the vocabulary and grammar of a target language, it is 

still a possibility that they produce compositions that are not acceptable due to problems 

stemming from the use of discourse. Mohamadi and Rahimpour (2018: p. 19) also 

include that the process of comprehension and getting the message across require several 

things, namely, grammatical, and phonological elements, context, situation, purpose, 

pitch, intonation, and gesture. Therefore, it is fair to say that analyzing discursive 

features, the efficacy of these features, and how they are used by learners of L2 is 

significant.  

One aspect of discourse that has been widely researched in L2 circles is the use 

of cohesion in learner language. Halliday (1994: p. 309) defines cohesion as the set of 

resources for constructing relations in discourse beyond grammar. Halliday and Hasan 

(1976: p. 14) organized the inventory of cohesive resources as ‘reference’ (anaphoric, 

cataphoric, and exophoric) referring to recoverable resources such as pronouns, definite 

article, adverbs here, there, etc. in a context, ‘ellipsis’ referring to resources for omitting 

a structure in a context where it is possible to assume what is omitted , ‘substitution’ 

referring to resources indicating to a group of items for nominals, verb groups, and 

clauses – e.g., so, not, do, one, etc., ‘conjunction’ referring to resources comprising 

linkers connecting sentences to each other, and ‘lexical cohesion’ including the 

repetition of lexical items, synonymy, collocation, etc.  

 Another aspect of discourse that has been prevalently researched is the concept 

of coherence. Coherence is considered to be an underlying phenomenon concerning 

semantico-pragmatic links between parts of the text that can be interpreted deciphered 

via the background of particular world knowledge (Gómez González, 2013: p. 128). 

Traditionally, coherence has been regarded as the formal criteria distinguishing texts 

from non-texts; however, more recently, it has been viewed rather as a cognitive process 
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in which learners build a mental representation of the information given, making the 

concept as a more mental representation of the discourse (Gómez González, 2013: p. 

129). Though coherence is much easier to detect prime facie in a well-written text, it can 

be located in the spontaneous oral production, the most revealing medium for coherence 

(Givón, 1995: p. 59). Also, one cannot deny that conversation is comprehended and 

mostly rely on the coherence as, without the coherence, the speech would be hard to 

comprehend and follow. In discourse, coherence exists through meaningful and coherent 

units; however, the connections may occasionally be unclear. Cohesive markers help to 

make such connections between the sentences of discourse overt (Hatch, 1992: p. p. 

209). In that sense, cohesion and coherence are two terms that are highly associated with 

each other. However, one should not assume that cohesion necessarily results in 

coherence since coherence can exist even in the case of no cohesion (Gómez González, 

2013: p. 129).  

In addition, discourse markers (hereafter, DMs) in L2 output are also a widely 

researched aspect of discourse. Starting from the 1980s, the study of DMs has evolved 

into an expanding sector in language studies; however, no one operationalization has 

been made (Fraser, 1999: p. 932). Research on DMs has been conducted under several 

labels including discourse connectives (e.g., Blakemore, 1992: p. 139), pragmatic 

expressions (e.g., Erman, 1992: p. 1), pragmatic markers (e.g., Fraser, 1988: p. 19) and 

so many others (for a broader set of references see Jucker & Ziv, 1998: p. 1).  

The multiplicity of labels surrounding DMs demonstrates varying interest in 

research, which causes difficulties for operationalizing them sufficiently in theoretical 

terms (Fung & Carter, 2007: p, 411). However, regardless of the label they were 

researched on, DMs usually include expressions such as I mean, so, oh, then, well, you 

know, and so on. Schiffrin (1987: p. 326) included that DMs functioned to “add to 

discourse coherence”, providing contextual coordinates for an utterance. Fraser (1999: p. 

938) also included that regardless of the name or label, DMs function in two places: one 

in the segment they introduce, and the other in the prior discourse. In the current 

research, the label “discourse marker” was chosen as a convenient term as Jucker and 



26 
 

Ziv (1998: p. 1) state, it is the term that is used it in the literature with the widest 

currency and acts as an umbrella term including a variety of elements.  

Furthermore, information load "refers to the variety of stimuli (in type and 

number) to which the receiver must attend" (McCormick, 1970: p. 114). In the presence 

of information overload, the receiver is not able to assimilate and process information at 

a given time, and human performance becomes less accurate and less effective (Jacoby, 

1977: p. 569). Not much research has been conducted regarding information load in 

second language research.  

Finally, code-switching (CS) is an aspect of discourse having been broadly 

investigated in language-related fields. Different researchers have made various 

definitions of the phenomenon without achieving any consensus about the terminology. 

Some of the earlier definitions of the phenomenon include “the alternate use of two or 

more languages, varieties of a language, or even speech styles” (Hymes, 1977: p.103) or 

“the use of more than one linguistic variety, by a single speaker in the course of a single 

conversation” (Heller & Pfaff, 1996: p. 594).  There are various functions of CS in 

learner language such as gap-filling, expressing ethnic identity, and achieving specific 

discursive goals (Bullock & Toribio, 2009: p. 2). CS includes more than one language, 

and CS occurrences betoken underlying reasons for CS. To this end, CS utterances have 

been approached from various angles. Several models of code-switching have been 

developed to answer the many questions uttered by theoretical linguists (see Woolford, 

1983: p. 522 for a more detailed listing of the models). Besides, Woolford (1983: p. 529) 

asserts reasons for switching between languages one of which is the length of utterances. 

Moreover, Hamers and Blanc (2000: p. 267) also included reasons for the switch and 

assert that just as CS could be used by bilinguals with high competence in both 

languages, it could also be used as a reparation tool for inadequacy in the target 

language. In that vein, Song and Andrews (2009: p. 59) include that by code-switching, 

learners “attempt to keep the conversation flowing without having to pause or abandon 

the message”.  
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2.4.1. The CEFR and Discursive Features 

 The CEFR does not directly handle discursive features on their own, rather, it 

handles the concept of discourse in the term ‘discourse competence’. In the document, 

the term discourse competence is used to refer to learners’ ability “to arrange sentences 

in an order in order to produce coherent stretches of language” (Council of Europe, 

2001: p. 123). According to the CEFR, as learners become more proficient in the 

language (as they progress into the more advanced levels, e.g., C2) they are expected to 

develop good discourse competence, organizing their language in a cohesive, coherent, 

and effective manner (Council of Europe, 2001: p. 123).  

One aspect of discourse coherence mentioned in the document is coherence and 

cohesion which are discursive features of language as aforementioned. In the illustrative 

scale for several aspects of discourse competence (Council of Europe, 2001: p. 125), the 

CEFR makes specific predictions about the use of coherence and cohesion which seem 

to have been primarily designed for speech but are applicable to written texts. To 

exemplify, when describing A1 learners in terms of the use of coherence and cohesion, 

the document states that “they can link words or groups of words with very basic linear 

connectors like and or then” (p. 125). In addition, the framework predicts that C1 level 

learners can “produce clear, smoothly flowing, well-structured speech, showing 

controlled use of organizational patterns, connectors, and cohesive devices” (p. 125).  

Moreover, in the illustrative scale for general linguistic knowledge, it is included 

that C1 level learners “can select an appropriate formulation from a broad range of 

language” (Council of Europe, 2001: p. 110). The word choice of ‘appropriate’ is 

curious as in the previous levels, the word ‘sufficient’ was preferred. In that vein, it can 

be assumed that C1 is the threshold for learners to be able to choose the appropriate one 

from a range of language items to be coherent in discourse. Such a distinction of the role 

of discourse in more advanced levels of the CEFR delineates it as the defining features 

of these levels (Waller, 2015: p. 69). Consequently, it is fair to assume that as learners 

progress into the upper levels, they are required to produce more coherent structures.  

In terms of code-switching, the CEFR (2001) has been contributory in 

recognizing the merit of code-switching as the framework promotes “plurilingualism in 
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response to European linguistic and cultural diversity”. Piccardo and North (2020: p. 

284) state that according to the CEFR, plurilingualism is the ability to call “call flexibly 

upon a holistic, integrated, inter-related, uneven, plurilinguistic repertory in which all 

linguistic abilities have a place.” Piccardo and North (2020: p. 284) relate some 

characteristics of the plurilingualism as described in the CEFR to code-switching which 

describe the process of crossing the boundaries between languages. Hence, code-

switching might be related to the CEFR though it is not explicitly stated in the 

document. Moreover, although being perceived as damaging elements in language 

pedagogy in the literature (Malakoff & Hakuta, 1991, cited in Cook, 2001: p. 417), L1, 

translation and interpreting were considered relevant in the framework since these 

elements enable learners to mediate between languages and cultures (Gutiérrez Eugenio, 

2013: p. 444). The CEFR aims to encourage the valorization of plurilingualism, 

however, the CEFR (2001) did not provide any descriptors for plurilingualism (Piccardo 

& North, 2020: p. 283-284), hence, there are also no descriptors for code-switching to 

demonstrate how learners’ deployment of the feature alters with the change of 

proficiency level.  

On the other hand, though having been included in the literature as a construct 

adding to discourse coherence, DMs and information load have not been included in the 

CEFR. Consequently, the framework does not state how they may evolve as language 

proficiency increases.  

 

2.4.2. The CEFR, Discursive Features, and Empirical Studies 

Several studies have investigated the discourse features of different learners in 

various contexts. To exemplify, the construct of cohesion is one of the prevalently 

investigated sub-fields of second language writing. Although some researchers came to 

similar findings, the findings of research on the construct of cohesion have been rather 

contradictory. Of those researchers investigating the difference in the use of cohesive 

devices in high-rated and low-rated writings, Jafarpur (1991: p. 459) found that cohesive 

elements can be the defining features of the proficiency of learners as high-rated essay 
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differed from low ones in their use of cohesive devices by using more cohesive devices. 

In a similar vein, Norment (1995: p. 561; 2002, p. 98) examined the cohesive devices in 

three types of essays of African American students at low and high proficiency levels in 

a research study focusing on the correlation between the use of connectives and the level 

of proficiency. The results yielded a positive correlation between the use of cohesive 

devices and students’ proficiency levels. 

In a later study, Mohammed (2015: p. 74) analyzed the use of various forms of 

connectives in the writings of English language learners. The analysis revealed that 

students only utilized eleven connectives in their writings, and a significant difference 

was observed in the use of ‘and’ between high and  low rated texts. For the types of 

connectives, temporal and demonstratives were found to be the ones hardly employed by 

learners. However, Zhang (2000: p. 61) found out that there was no significant 

difference between high and low-rated writings in their use of cohesive devices. 

Similarly, Castro (2004: p. 215) investigated the relationship between writing quality 

and use of cohesive devices between low mid and high rated essays and observed no 

significant differences in grammatical cohesive device use, conjunction use, and in the 

frequency of occurrence of reference and conjunction.  

As the CEFR makes strong predictions about cohesion in texts, research on 

cohesion across CEFR levels is of great significance to search for the practical 

applications of the document. However, though some studies do exist, the use of 

cohesion in L2 learners of different CEFR levels is not widely investigated compared to 

other areas of research. One example of those studies can be found in Carlsen (2010: p. 

191) who investigated whether the predictions made in the CEFR about learners’ use of 

discourse connectives are supported by authentic learner data. Referring to conjunctions 

as discourse connectives, Carlsen (2010: p. 193) investigated the use of and, but, 

because, however, despite, furthermore in a computer learner corpus of written 

Norwegian with ten different first languages. The results indicated a high degree of 

correlation between the CEFR levels and the use of discourse connectives, and lower 

levels and higher levels of proficiency differed in their use of discourse connectives.  
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Moreover, Springer (2012: p. 55) put lexico-grammatical discourse devices (viz., 

attention-getting/focusing devices, backgrounding/clause combining devices, and 

cohesive devices) under scrutiny in Dutch learners’ academic prose in English in the 

light of the C1 and C2 levels of the CEFR. The researcher aimed to establish the 

instances of overuse and underuse of such devices by comparing a learner corpus with a 

native corpus. The results revealed a significant overuse of the connectives in the 

categories of addition, enumeration, result, inference, and purpose in C1 and C2 levels, 

and revealed significant underuse of the elaboration category. Also, the use of 

connectives ‘and’ and ‘but’ appeared to be not homogenous in both learner and native 

corpus.  

 Similarly, Zarco-Tejada et al. (2016: p. 215) aimed to analyze which and how 

conjunctions vary among the CEFR levels of A2, B1, and B2 in CLEC corpus (CEFR-

levelled English Corpus). The results indicated that upper proficiency levels show a 

greater level of connectives uses compared to the lower levels. In terms of the 

connective categories, causal and temporal connectives are mostly seen in upper levels 

while additive connectives demonstrate higher results in lower levels (A2 and B1), and 

the highest use of adversative connectives is observed in the B1 level of proficiency. In a 

later study, Iwashita, May, and Moore (2017, p. 12) investigated discoursal and lexical 

performance across different CEFR levels in spoken test performances. The results 

revealed that B2, C1, and C2 levels used logical and adversative/contrastive 

conjunctions more frequently than the other levels whereas no pattern was observed in 

the use of temporal, expanded temporal and additive conjunctions. Additionally, the 

only significant difference between the CEFR levels and frequency of conjunction was 

observed in adversative/causative and additive conjunctions.  

 Another discourse feature that needs to be addressed is DMs. Although having 

been ignored in research in the past, there has been a proliferation of research on DMs in 

the last three decades in several fields of languages (Torres & Potowski, 2008: p. 263). 

Various aspects of DMs have been studied in several contexts and language 

proficiencies. To exemplify, DMs have been studied to investigate whether and how 

they affect comprehension. One exemplary work can be found in Chaudron and 
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Richards (1986: p. 113) who examined the ways the extent of DMs affecting foreign 

students’ understanding of university lectures. The research specifically focused on the 

effects of micro markers (e.g., fillers) and macro markers (those indicating overall 

organization). Macro markers were found to help in the recall of the text material better 

than micro markers. In a study inspired by Chaudron and Richards (1986: p. 113), Pérez 

and Macià (2002: p. 7) conducted exploratory research aiming to explore to what extent 

the presence or absence of DMs affect comprehension. The results indicated that 

students’ proficiency in English and the types of DMs are key factors to affect the 

comprehension of listening by learners.  

  Other than how DMs affect comprehension; some specific DMs have also been 

put under scrutiny to investigate how they are employed in learner language. For 

instance, Fuller (2003: p. 23) examined the use of you know, like, oh, well, yeah, and I 

mean in interviews and casual conversations with an aim to identify their role in 

marking and negotiating speaker roles. The results revealed that oh and well are most 

frequently used in conversations whereas you know, like and I mean did not indicate any 

significant differences between contexts. In a similar vein, Müller (2004: p. 1157) 

specifically investigated the use of well by German learners of English in comparison 

with its use by American native speakers. Analyzing data from a paired silent film 

retelling, the researcher found out that non-native speakers used well more frequently 

than native speakers. In more recent research, House (2013: p. 57) examined how 

learners of English improve their pragmatic competence by using the DMs yeah/yes, so, 

and I know. The learners in the study were found to achieve pragmatic fluency by 

creatively re-interpreting yeah/yes, so, and I know for their own discourse structuring 

purposes.  

 Though previous research has investigated the use of DMs by learners, little is 

known about the DM use across a wide spectrum of language learners. In addition, most 

studies of DMs have focused on a single proficiency level or by no means considered the 

impact of proficiency. Hellermann and Vergun (2007: p. 157) note that learners’ 

proficiency level takes part in how frequent and diverse these types of expressions are. 

Consequently, the relationship between DMs and learners’ proficiency should be dealt 
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with to gain more insight into DM research. However, it must also be noted that the 

research does not define or identify the markers by using the same terminology though 

most use the same expressions.  

Of those few studies that addressed proficiency in relation to DMs, Hasselgreen 

(2004: p. 160) examined the role of ‘smallwords’ (e.g., I think, you know, sort of, right, 

well, ok) and how they contribute to three levels of proficiency (native-speaking high 

school students from the United Kingdom, high-proficiency Norwegian students, and 

lower proficiency Norwegian students). She found out that the frequency of the use of 

smallwords was significantly higher in native speakers than that of nonnative speakers. 

Moreover, I think was observed to be the most frequently used DMs in nonnative groups 

whereas just was most frequently used by the native group. In a similar vein, 

Hellermann and Vergun (2007: p. 157) investigated the relationship between DMs well, 

you know, and like and proficiency levels from absolute beginner (Level A) to advanced 

(Level D). The findings indicated that the average frequency of DMs increases as 

learners’ proficiency level increases although the lower levels did not employ them as 

frequently as higher levels. Using the list provided by Hasselgreen (2004: p. 160), 

Neary-Sundquist (2014: p. 637) examined the rate and range of DMs by analyzing data 

from learners at varying proficiency levels in comparison with native speakers. The 

results demonstrated an increase in DM use as proficiency level, and there were 

significant differences between levels although the pattern was not utterly 

straightforward. Moreover, I think, so, and also were found to be the three most 

frequently used DMs in Level 3, 4, and 5 whereas just, so and you know were most 

frequently employed by Level 6 learners.  

 In another research study, Fernández, Gates Tapia, and Lu (2014: p. 150) 

examined the use, frequency, and functional differences of markers pues and bueno in 

Spanish as a foreign language at two levels of proficiency. The study investigated 

whether learners’ proficiency level would have an impact on the use of markers. The 

proficiency level was found to be significantly relevant to the overall frequency and 

variety of markers. Overall, research on the relationship between proficiency level and 
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DMs has revealed that the frequency and variety of DMs depend heavily on the 

proficiency level of learners.  

 The research investigating the correlation between proficiency level and DMs 

have mostly relied on either their own proficiency scales or used other examinations to 

understand learners’ levels. Few studies correlated DMs to the proficiency level by using 

CEFR scales. One exemplary work is found in Corsetti and Perna (2017: p. 302) who 

examined the most common discourse marking adverbs used by Brazilian learners of 

English at the CEFR B1 level with an aim of tackling the intermediate level of the 

CEFR. Overall, it was revealed that participants produced a limited array of discourse 

marking adverbs though they used really consistently and did not use well and actually 

to the same degree. Another CEFR and DMs related research was carried out by Kang, 

Larson, and Koo (2019: p. 1). By analyzing 58 video-files of CEFR B1 to C2 in high-

stakes contexts, the researchers investigated four interactive features: co-operation, 

coherence operationalized as DMs, turn-taking, and strategy use. The results of the study 

revealed that DMs did not significantly differ among groups, only distinguishing 

between B2 and C2, but not B1 and C1. From a different perspective, Jones and Carter 

(2014: p. 37) examined the effect of two explicit teaching frameworks on teaching DMs 

to two Chinese learner groups compared to a control group at the CEFR B2 level. 

According to the results, the experimental groups outperformed the control group with 

increased use of DMs. While research has been conducted in relation to CEFR levels 

and the use of DMs, less attention has been paid to how frequency and use of DMs vary 

across levels.  

 

2.5. CONCLUSION 

 The literature suggests that learner language has been investigated from several 

perspectives including syntactic complexity and discursive features. Furthermore, 

CEFR, a symbol of globalization in education, has also been investigated to gain a more 

in-depth understanding of the document and also to investigate whether the document 

represents authentic learner data. Though various research studies have contributed to 
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the field, CEFR-related studies are relatively limited from several aspects. Most of the 

studies presented in the literature suggest that as the proficiency level of learners 

increases so do the linguistic and discursive features. However, how these features vary 

across levels is of the under-explored areas of research and raises important questions 

that need to be addressed. Hence, in order to gain insight into the nature of learner 

language across proficiency levels, there is a need for empirical studies revealing more 

about the linguistic and discursive features of learner language based on the CEFR 

levels. The aim of the current research is to fill the aforementioned literature gap to shed 

light on learner language on specific CEFR levels. 
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CHAPTER 3 

3. METHODOLOGY 

3.1. INTRODUCTION 

The present section presents the methodology of the study. Firstly, the chapter 

describes the data used in this research. Following this, it elaborates on the discursive 

features chosen for the research. Moreover, the methods used and procedures of 

analyzing the data are presented. 

 

3.2. RESEARCH DESIGN  

As it is indicated in the previous chapters, there is a plethora of research focusing on 

linguistic and discursive features of learner language, yet the link between the CEFR and 

these features is relatively scarce. Hence, there is a need for research studies 

investigating the relationship between the CEFR and linguistic and discursive features to 

gain better insights into learner language at different levels. Correspondingly, the 

primary aim of the present research is twofold: first to examine the discursive features in 

a spoken learner corpus both within and across CEFR levels, second, to assess syntactic 

complexity in spoken learner corpus both within and across CEFR levels. More 

specifically, the current research addressed the following research questions: 

 

1. Is there consistency within the same CEFR level distribution in a spoken learner 

corpus in terms of syntactic complexity? 

2. Is there a significant difference among CEFR level distributions in a spoken 

learner corpus in terms of syntactic complexity? 

3. Is there consistency within the same CEFR level distribution in a spoken learner 

corpus in terms of discursive features? 
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4. Is there consistency among CEFR level distributions in a spoken learner corpus 

in terms of discursive features?  

By addressing the abovementioned research questions, the present research aims to 

present a bulky description of discursive and linguistic features used in learner language. 

Because the data obtained from the BACKBONE corpus does not have a representative 

nature, the thesis does not claim the generalizability of the results. Rather, it aims to cast 

light on discursive features and syntactic complexity of learner language across CEFR 

levels. A more thorough description of how the present research was carried out is 

presented in the following sections.  

 

3.3. THE CORPUS 

The central data source utilized in this research were the BACKBONE corpus 

which was a project developed by Professor Kurt Kohn in the European LLP/Languages 

project funded with support from the European Commission. The educational content 

needs and the challenges language teachers encounter were addressed in the project with 

reference to integrating CLIL and e-learning into pedagogy. The BACKBONE corpus 

consists of sub-corpora containing video interviews with speakers from different L1 

backgrounds. Lesser taught languages such as Polish and Turkish were prioritized in the 

corpora in addition to more frequently used and taught ones such as English, German, 

French, and Spanish, as well as English as a lingua franca (ELF).  

The data chosen for this research were gathered from the ELF section of the 

corpus. The data consist of 50 interviews in total conducted with 10 non-native speakers 

of English from five different language backgrounds including Polish, Turkish, German, 

French, and Spanish with an average length of 10 minutes per interview. The interviews 

had been annotated according to several categories referring to thematic, grammatical, 

lexical, and textual characteristics in addition to CEFR levels. The data utilized in this 

research were selected based on the stated CEFR levels on the website. In the ELF 

section of the corpus, there are 317 texts gathered from the speakers of different 
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backgrounds and walks of life. Of these 317 texts, eight of them are A1, 7 of them are 

A2, 30 of them are A2-B1, 121 of them are B1, 30 of them are B1-B2, 46 of them are 

B2, one of them are B2-C1, and six of them are C1 level texts. The difference in the 

sample distribution of the CEFR levels stems from the corpus used in the research. Due 

to the heterogeneity in the level distribution as well as other factors, the non-parametric 

analysis was implemented in the quantitative data analysis.  

The interviews were conducted between two people and have “a native narrative 

character” (Kohn, 2012: p. 6). Kohn (2012: p. 6) stated that though coming from 

different professional backgrounds, the participants included in ELF interviews were all 

used to speaking English in their professional environments. The questions asked to the 

participants do not necessarily require a conversational interaction, rather primarily, they 

aim to get the interviewee to relax and speak. In that sense, the main purpose of the 

questions is to promote longer descriptions, explanations, and opinions rather than 

conversational interaction (Kohn, 2012: p. 6). Both the interviewer and the interviewee 

were physically present when being recorded. A wide variety of topics were included in 

the interviews including education, health, culture, business, urban and rural life, social 

issues, health, and social security, environment and government and politics.   

As the primary aim of the corpus is to be utilized in learning contexts, the 

transcription of the interviews used orthographical notation in accordance with the 

nature of spoken discourse. A number of pre-defined mark-up codes had been included 

in the transcriptions including breaks or comments, etc. Other discourse elements such 

as fillers, repetitions, and hesitation phenomena had only been included if they were 

found meaningful by the annotator-teacher.  

 

3.4. DISCURSIVE FEATURES 

One of the categories in the BACKBONE Corpus applied to the texts gathered 

from English speakers was discourse categorized under the title of interpreting 

challenges. The discursive features chosen in this research were selected from the ones 
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that were already included in another section of the corpus. Those elements included 

connectors, discourse markers, high information load, reference to context, weak 

coherence, and backward reference. Other than those elements, when coding the data, 

several code-switching elements were also detected, thus, code-switching was also 

added in the discursive features in the research.  

 

3.4.1. Connectors 

The bulk of the analysis in the present research relies on the connectors as a 

discursive feature of the language. The present research is concerned with the cohesive 

devices that are included in Halliday and Hasan’s (1976: p. 14) definitions of 

conjunctions referring to linkers that connect ideas. Some examples to the connectors 

that were coded in the data are and, but, or, so, etc. An example of which conjunctions 

were coded can be seen in Excerpt 1.  

Excerpt 1 

Connectors in the text B1.32 

J: It's rather quite good life. People shown in these films or in these TV shows usually 
don't work a lot they can afford everything but their work is not shown in the shows they 
have wife successful beautiful and the clever children and they probably vote 

Republicans and they have for sure at least one pet and it's nice calm type of life with no 
bigger problems with no troubles. 

 

3.4.2. Discourse Markers 

In order to begin coding DMs across the CEFR levels, first it was essential to 

determine which DMs within the corpus are acting as DMs and which ones are the 

words that were being used in their literal meaning. An adapted version of the criteria of 

characteristic features of DMs as included in a broad description of DMs in pedagogic 

settings by Fung and Carter (2007: p. 412-415) were employed in the research. Some 

examples of the DMs coded in the data are right, well, I mean, sort of, kind of, so, I 



39 
 

think, I don’t know and others. An example of which DMs were coded can be seen in 

Excerpt 2.  

Excerpt 2 

Discourse markers in the text A2.15 

Yes, of course this is why the government takes one third of my income every month and 

I believe that since I have paid enormous amounts of money they should you know at 
least invest in my own health because I am their source of income as each you know 

working person so I believe that yeah they should you know provide us with free health 
services. 

 

3.4.3. High Information Load 

One other discursive feature included in this research is the high information 

load observed in learner language. This feature mostly relates to the coherence of the 

texts. This feature was coded when learner speech included too long utterances, or the 

overall meaning was lost in the sentences due to the length of conservation.  

3.4.4. Reference to Context 

 Reference is a subcategory of cohesive resources defined by Halliday and Hasan 

(1976: p. 14). One observable reference resource is the use of adverbs here and there 

which refer to the context of the conversation. An example of how reference to context 

was coded can be seen in Excerpt 3. 

Excerpt 3 

Reference to context items in the text A1. 5 

My name is Dieter Müller, I am working for Festo, a producer of pneumatics, in the area 
of the IT department and there I was — there I'm responsible for the whole IT and the 

whole business process things. The other part of the questions was the education. I was 
study informatics a long time ago and I use all this information on my daily job and I 

think it's very interested to do this in this area. 
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3.4.5. Backward Reference  

        As mentioned above, reference is a subcategory of cohesive resources. There are 

three types of references as included in Halliday and Hasan (1976: p. 14): anaphoric, 

cataphoric, and exophoric reference. In the BACKBONE corpus, backward reference 

had been characterized including the phrases such as as I said before, as I mentioned, 

etc. referring back to the ideas introduced by the speakers. Consequently, the frequency 

of these structures across the CEFR levels was also investigated. An example of how 

backward reference was coded can be seen in Excerpt 4. 

Excerpt 4 

Backward reference in the text B2.3.  

Joaquín: Well, as I said before I am a doctor, but I only practiced medicine for about a 

year when I finished Medicine. Then I went into the university to pursue my academic 
career and then since that time I have no clinical practice… 

 

3.4.6. Weak Coherence 

Another discursive feature investigated in the spoken learner corpus is 

coherence. As recently the concept has been characterized as building a mental 

representation of the information, weak coherence was coded in the texts where no 

mental representation of the text occurred. In other words, if the text was viewed 

inapprehensible and did not make any sense, weak coherence was detected.  

3.4.7. Code-switching 

 Although code-switching had not originally been included in the BACKBONE 

corpus, several occurrences of code-switching in the learners’ texts were detected. 

Hence, how CEFR levels differ in their use of code-switching was also investigated. An 

example of how code-switching was coded can be seen in Excerpt 5. 
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Excerpt 5 

Code-switching in the text A2.14 

Kunduzhan: And then I can continue at the university. I would like to go to school of the 
— intrepreture or to — or just to do LEA, the language les langues étrangères 

appliquées, les […] 

Bernard: Yes, applied linguistics, yes. 

 

 

3.5. SYNTACTIC COMPLEXITY MEASURES 

Research on the measurement of L2 SC has concentrated on various sets of 

indices (Norris & Ortega (2009): p. 556). Traditionally, a bulk of research on SC was 

based on human judgment. However, the advent of technology allowed for 

computational tools to be developed and utilized in SC research (e.g. Coh-Metrix: 

Graesser et al., 2004; L2SCA: Lu, 2010). All the SC measures used in this research were 

provided by Coh-Metrix. Coh-Metrix is an advanced computational tool providing over 

600 language and discourse measures related to cohesion, lexical difficulty, SC, and so 

on (see Appendix B for Coh-Metrix output). Coh-Metrix reports on different indices of 

SC such as left embeddedness which calculates the mean number of words before the 

main verb, the average number of modifiers per noun phrase, minimal edit distance, and 

sentence syntax similarity (see McNamara et al., 2014 for the theoretical basis and 

definitions for measures). These four indices of SC were included in this research in 

order to provide answers to the research questions related to SC. 

 

3.6. QUALITY CRITERIA 

As Dörnyei (2007: p.54) includes, it is easier to define quality criteria in 

quantitative research than qualitative research as the findings of a qualitative inquiry are 

relative and dependent upon individual discernment. To comply with the stated reasons, 
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qualitative research requires its own procedures in providing validity and reliability 

(Dörnyei, 2007: p.54). Lincoln and Guba (1985: p. 301-327) characterized the criteria of 

validity and reliability in terms of dependability, credibility, transferability, and 

confirmability.  

Because the data in this research are text-based and software is used as an 

analysis tool, in lieu of reliability, a dependability check was conducted. Dependability 

refers to the consistency between the data and results gained from the data are 

dependable (Lincoln & Guba, 1985; as cited in Merriam, 2009: p. 221). Researcher 

triangulation is one technique used to fulfill the dependability criteria to achieve 

‘reliability’. In that vein, a colleague with an MA degree was asked to process the data 

on Coh-Metrix and code randomly selected 50 texts on NVivo to fulfill the 

dependability criterion as an external reviewer. To increase representativeness, the data 

were selected from all levels. Before she started uploading the texts on Coh-Metrix, she 

was provided with the necessary information on how the software works and which 

indices she should look at. Also, before she started coding the texts on NVivo, each 

discourse feature was explained to her thoroughly and she was explained how each one 

was represented in the literature. When she finished the analysis on both tools based on 

the aims set, we compared and contrasted the gained outputs. As a result of this process, 

an inquiry audit was conducted, and in the event of a discrepancy, either one of us 

revised the coding through discussion until no difference was found in the outputs.  

As a counterpart of internal validity, credibility (Bryman, 2012: p. 390) 

addresses the “fit” between respondents’ views and the researcher’s representation of 

them (Tobin & Begley, 2004: p. 391). Credibility deals with the matter of whether the 

explanations provided in research corresponds to the descriptions (Janesick, 2000: p. 

379-400). The credibility criterion was fulfilled by providing clear descriptions in the 

methodology section in quest of providing a thorough description of the subject matter. 

Also, examples of transcripts were cited and used in the methodology as well as in the 

appendix (see Appendix A) to ameliorate to clarify the findings. Furthermore, peer 

debriefing was also utilized especially in the methodology of the research with the help 
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of the thesis advisor to ensure that the process of research is “logical, traceable and 

clearly documented” (Schwandt, 2001: p. 230). 

Transferability refers to the generalizability of the research. However, as 

qualitative research is highly dependent on the researcher and the context, Tobin and 

Begley (2004: p. 392) assert that transferability is only concerned with the case-to-case 

transfer. The researcher should be aware of the fact that they cannot estimate the context 

in which findings are desired to be transferred and there is no one cure-for-all 

interpretation in qualitative research. Thick descriptions should be provided for the 

readers (Nowell et al., 2017: p. 3) to meet this challenge so that those desiring to transfer 

the findings would be able to judge transferability. To this end, clear descriptions of the 

data, data analysis, and results as well as example data were provided.  

Confirmability is regarded with reporting the investigation process in a thorough 

and clear manner by researcher’s providing a clear rationale for how they reached 

conclusions and interpretations (Nowell et al., 2017: p. 3). Guba and Lincoln (1989) 

assert that the researcher can ensure confirmability when credibility, transferability, and 

dependability are all achieved. Achieving the mentioned criteria as mentioned above 

were attempted to be achieved. In addition, audit trail technique was utilized in every 

phase of the research. Put differently, all the phases of implementation and data analysis 

were noted down in a systematic and precise manner. Also, examples from the corpus 

were provided both in the methodology and the results section with an aim of enabling 

other researchers to follow similar procedures.  

 

3.7. DATA ANALYSIS  

Qualitative content analysis, qualitative analysis with an automated tool, and 

quantitative analysis are the main methods used in the present research. These methods 

helped to investigate syntactic complexity and discursive features in the BACKBONE 

corpus. Before starting the manual coding process, in order to validate the transcriptions 

of the texts, 50 texts were randomly selected, and the researcher watched the related 
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video recordings to observe any misconduct of the transcriptions. Révész (2012: p. 207) 

also suggests that at least part of the data be checked second time in qualitative research, 

to decrease and control the errors in transcribing, and to verify transcriber reliability. 

Thus, a colleague with an MA degree was asked to check part of the transcriptions.  

 Corpora are usually ‘cleaned’ to prevent any distortion of the results. Dowell, 

Graesser, & Cai (2016: p. 85) included that regardless of the collection of corpora, 

whether collected by the researcher or borrowed from other research, etc., each corpus 

has ‘dirtiness’, each of which has the potential to distort the validity of Coh-Metrix 

analyses. Since in this research, both Coh-Metrix and NVivo were used as research 

tools, the cleaning process started before both analyses. Even though there are no 

guidelines are existing to clean the corpora, two practices were included by Dowell, 

Graesser, & Cai (2016: p.86):  

“1. If there is no good reason to take it out, the researcher should leave it in.  

2. What the researcher does to one text should be done to all.”  

 Similarly, McNamara, Graesser, McCarthy, & Cai (2014: p. 156) assert that 

when a researcher corrects something, it should be conducted in a systematic manner. 

After the effect of possible problematic issues was examined, minor spelling mistakes 

were corrected, and missing sentence punctuation marks were added. Apart from these 

mistakes, no other corrections were made.  

After the validation of the transcripts and cleaning process, the texts were filed 

according to the CEFR levels stated on the corpus website. A number of texts had been 

categorized into two levels at the same time by the annotator of the corpus. With the 

purpose of obtaining more comprehensible justification of the data, texts categorized 

under the levels as A2-B1, B1-B2, and B2-C1 were included in one upper level as the 

annotator already included them in there as well. That is, if a text was included in both 

A2 and B1 levels, they were coded in the B1 level. In the end, the corpus consisted of 

eight A1 level texts, 72 A2 level texts, 151 B1 level texts, 76 B2 level texts, and seven 

C1 level texts. To help with interpreting and discussing the results; word count, sentence 

length, and sentence counts of each text were also gathered from the Coh-Metrix. The 
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data were then uploaded to IBM SPSS 22.0 and descriptive statistics were obtained. The 

calculated means of word count, sentence length, and sentence count can be seen in table 

1.   

Table 1. Calculated means of word count, sentence count, and sentence length in the 

CEFR levels of the corpus 

 Word count Sentence count Sentence length 

A1 78.37  4 23.59 

A2 118.43 8.31 15.69 

B1 172.38  12.33 17.16 

B2 251.23 13.51 20.64 

C1 387.57 18.42 21.64 

 

 

3.7.1. Quantitative Data Analysis  

 To investigate any possible significant differences within and among CEFR 

levels, the outputs obtained from the Coh-Metrix analysis were uploaded on IBM SPSS 

22.0. A number of preliminary steps were achieved to obtain results. The first step was 

coding the data on IBM SPSS software, in which the variables were written on the 

software. Since the CEFR level is a categorical variable, the type of the variable was 

chosen as a string variable to be able to label the levels with their own names rather than 

giving numbers. The other variables namely the left embeddedness, modifiers per noun 

phrase, minimal edit distance, and sentence syntax similarity were coded in numeric 

format. In the second step, each output of each text was uploaded on the software and 

was categorized according to the level. The entries were double-checked by a colleague 

with more experience in SPSS applications. Subsequently, inferential statistics were 

elicited from the data to ascertain any statistically significant differences within and 

among levels. To begin with, Kolmogorov-Smirnov and Shapiro-Wilk were used to test 

the normal distribution of data with the aim of determining the statistical method to be 

used. Below is the table of the obtained outcome for the items. (Table 2) 
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Table 2. The obtained outcome of Test of Normality for the items 

   Shapiro-Wilk 

 CEFR  Statistic df Sig. 

 
 

Left Embeddedness 

A1  .72 8 .005 
A2  .75 72 .000 

B1  .35 151 .000 
B2  .70 76 .000 
C1  .89 7 .279 

 
 

Modifiers per NP 

A1  .83 8 .065 
A2  .99 72 .823 

B1  .99 151 .905 
B2  .99 76 .821 
C1  .93 7 .578 

 
 

Minimal Edit Distance 

A1  .51 8 .000 
A2  .53 72 .000 

B1  .54 151 .000 
B2  .92 76 .000 
C1  .94 7 .641 

 
 
Sentence Syntax Simil. 

A1  .86 8 .120 
A2  .89 72 .000 
B1  .95 151 .000 

B2  .93 76 .001 
C1  .99 7 .998 

 

 As clearly seen in Table 2, the normality tests provided a ranging value of 

significance, mostly indicating that there is no normal distribution in the data. As a 

result, nonparametric tests were employed to investigate any significant differences. 

Based on this finding, the nonparametric equivalent of one-way MANOVA, Kruskal-

Wallis tests were employed for the comparison of groups. The tests were performed on 

each SC measure separately for each level. After the Kruskal-Wallis tests, post-hoc 

Mann-Whitney U tests were performed to examine the group differences. The results 

provided answers to the second research question. To answer the first research question, 

the data were coded on IBM SPSS 22.0. Shapiro-Wilk normality tests were administered 

to investigate how the data were distributed within each level. However, normality tests 

only provide superficial normality results and can be misleading. To this end, other 

descriptive statistics such as standard deviation, mean, etc. should be taken into 

consideration. Therefore, descriptive statistics on each level were employed in order to 

investigate how the data were distributed within the level.   
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3.7.2. Qualitative Data Analysis 

 To seek answers for the third and fourth research questions, the qualitative 

coding process started. Unlike quantitative analysis, qualitative analysis entails “non-

numerical examination and interpretation of observations, for the purpose of discovering 

underlying meanings and patterns of relationships” (Babbie, 2007: p. 379). Because it 

involves interpretation, qualitative analysis is quite subjective and requires interrogative 

and investigative skills. This subjective process can be conducted with qualitative 

content analysis, a research method involving individual discernment of the content with 

the help of coding and determining themes or patterns (Hsieh & Shannon, 2005: p. 

1278). In the present research, qualitative content analysis was employed on the 

transcripts taken from the corpus website.  

 Baralt (2012: p.222) stated that SLA researchers are using “computer-assisted 

qualitative data analysis software (CAQDAS)” incrementally to carry out a qualitative 

inquiry as they provide several advantages such as facilitated data management and the 

ability to deal with all data in the same workspace. NVivo is one example of CAQDAS 

which is widely used in second language research. Keeping the stated benefits in mind, 

the qualitative analysis tool, NVivo, was used in this process. To begin with, the texts 

were uploaded on NVivo separately according to the levels. Ellis and Barkhuizen (2005: 

p. 253) assert that coding enables researchers to interpret the data and draw conclusions 

by grouping “thick, rich, and deep qualitative data” into themes. In that vein, the texts in 

each level were coded with the discursive features of connectors, discourse markers, 

high information load, reference to context, weak coherence, and backward reference, as 

well as code-switching. In particular situations, the researcher encountered challenges 

such as not being certain of which code to use. To exemplify, the word so could be used 

both as a connector or as a discourse marker depending on the context. In such 

situations, the researcher watched the related video again to make sure of the context of 

the transcription. Baralt (2012: p.223) states that some aspects of the qualitative data can 

be quantitative. In that vein, the qualitative analysis of the data in this research provided 

quantitative results as the number of instances was divided by the sample size at each 

level to better understand the distribution of features within and across levels. In 
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addition, the output gathered from Coh-Metrix also provided quantitative results as it 

was used in the IBM SPSS analysis.  

 After the manual coding of the data, the texts were separately filed for each level. 

Each file was named according to the level of the text and the order of appearance on the 

corpus website. That is, if a text was categorized in B1 level, and that text was the third 

text appearing on B1 level, it was named as B1.3. Each text was uploaded on the Coh-

Metrix 3.0 website separately. The output of each text was downloaded and saved in 

folders separated by the levels. For the purpose of the current research, the output related 

to SC for each text was separated and copied on an Excel file.  
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3.8. CONCLUSION  

Table 3. Summary of the methodology used in the research 

Language to be 
analyzed 

Indices/Features Within/Across the 
Levels 

Data Analysis 

 

 

Syntactic 
Complexity 

Left embeddedness, 
number of modifiers 

per noun phrase, 
minimal edit distance, 
sentence syntax 

similarity 

Within Coh-Metrix, 
SPSS (normality 

tests and 
descriptive 
statistics) 

Across Coh-Metrix, 

SPSS (Kruskal-
Wallis test and 

Mann-Whitney U 
test) 

 

Discursive 
Features 

Backward reference, 
code switching, 

connectors, discourse 
markers, high 
information load, 

reference to context, 
weak coherence 

Within NVivo, SPSS 
(normality tests) 

Across NVivo (the 
number of 

instances), SPSS 
(the calculated 
means of 

instances) 

 

Table 3 summarizes the methodology used in the current research. In this 

chapter, the methodological issues of the present research are presented at length. First, 

the research design along with the research questions are displayed. Following this, the 

corpus from which the data were amassed is introduced as well as the syntactic 

complexity measures and discursive elements. Then, quality criteria are explained in 

detail. Finally, the chapter is concluded by demonstrating the data analysis procedures.  
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CHAPTER 4 

4. FINDINGS 

4.1. INTRODUCTION 

 This chapter displays the findings of the data analysis employed to scrutinize the 

syntactic complexity and discursive features in a spoken learner corpus. The findings of 

the current research that emerged from the qualitative analyses are reported in four 

sections to answer each research question, respectively. To begin with, the distribution 

of SC measures within levels is presented with the help of descriptive statistics as well 

as the test of normality results. Following this, how SC measures vary across levels is 

displayed with the help of inferential statistics. These are followed by an in-depth 

analysis of discursive features in learner language within levels. Finally, an analysis of 

discursive features across the CEFR levels is presented.  

 

4.2. SYNTACTIC COMPLEXITY 

4.2.1. Syntactic Complexity Measures within Levels 

The first research question was asked aiming to investigate how the data were 

distributed within the CEFR levels. The following section will present the results of the 

quantitative analysis presenting the test of normality results along with displaying the 

results separately on each SC measure.  

 

4.2.1.1. A1 Level Results 

Table 4. Test of normality results of syntactic complexity measures in the A1 level 

  Shapiro-Wilk 

 CEFR Statistic df Sig. 

Left embeddedness  A1 .72 8 .00 
Modifiers per noun phrase A1 .83 8 .06 

Minimal edit distance A1 .51 8 .00 
Sentence syntax similarity A1 .86 8 .12 
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Table 4 demonstrates the results of the test of normality on syntactic complexity 

measures at the A1 level. According to the results of the test, the only normal 

distribution can be seen in modifiers per noun phrase and sentence syntax similarity 

indices. No normal distribution of the other indices was observed at the A1 level (p < 

.05).  

 

Table 5. Descriptive statistics of syntactic complexity measures in the A1 level 

     Skewness Kurtosis 

INDEX 

Min Max M SD Statistic 

Std. 

Error Statistic 

Std. 

Error 

LEFT 
EMB 

1.80 9.00 3.94 2.76 1.41 .79 .61 1.58 

MOD 
NP 

.73 1.00 .81 .08 1.74 .75 3.80 1.48 

MED .00 .93 .76 .31 -2.76 .75 7.74 1.48 

SEN 

SYN 
SML 

.00 .26 .09 .07 1.42 .75 3.19 1.48 

 

 

 Table 5 demonstrates the descriptive statistics of the syntactic complexity 

measures within the A1 level. The scores of left embeddedness of A1 level texts ranged 

from 1.80 to 9.00 (M= 3.94, SD = 2.76). The left embeddedness scores of A1 texts were 

non-normally distributed, with right skewness of 1.41 (SE = .79) and kurtosis of .615 

(SE = 1.59). Furthermore, the scores of the modifiers per noun phrase of A1 level texts 

ranged from .73 to 1.00 (M = .82, SD = .083). Though the normality test results revealed 

there was a normal distribution of the data, skewness (1.75, SE = .75) and kurtosis (3.80, 

SE = 1.49) revealed that there was not a normal distribution in the modifiers per noun 

phrase use in A1 level texts. In terms of the minimal edit distance index, the scores in 

A1 level texts ranged from .00 to .93 (M = .76, SD = .31). Skewness (-2.77, SE = .75) 

and kurtosis (7.74, SE = 1.48) results revealed that the data regarding minimal edit 

distance within A1 level were not normally distributed. Finally, the sentence syntax 

similarity average in A1 level texts was .09 (SD = .080). The scores ranged from .00 to 
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.26 and were non-normally distributed according to the skewness of 1.43 (SE = .75) and 

kurtosis of 3.20 (SE = 1.49) although the normality test results revealed the opposite.  

4.2.1.2. A2 Level Results 

Table 6. Test of normality results of syntactic complexity measures in the A2 level 

  Shapiro-Wilk 

 CEFR Statistic            df Sig. 

Left embeddedness  A2 .75 72 .00 
Modifiers per noun phrase A2 .99 72 .82 

Minimal edit distance A2 .53 72 .00 
Sentence syntax similarity A2 .89 72 .00 

 

Table 6 demonstrates the results of the test of normality on syntactic complexity 

measures at the A2 level. The results of the test revealed that the only normal 

distribution can be seen in the modifiers per noun phrase measure. No normal 

distribution of the other indices was observed at the A2 level (p < .05). 

 

Table 7. Descriptive statistics of syntactic complexity measures in the A2 level 

      Skewness  Kurtosis 
 

INDEX 

Min Max M SD Statistic 

Std. 

Error Statistic 

Std. 

Error 

LEFT 
EMB 

.67 10.50 2.29 1.41 3.05 .28 15.16 .55 

MOD 
NP 

.11 1.35 .65 .22 .24 .28 .24 .55 

MED .00 1.00 .86 .11 -5.55 .28 40.37 .55 

SEN 
SYN 
SML 

.00 .30 .10 .04 1.43 .28 4.95 .55 

 

Table 7 demonstrates the descriptive statistics of the syntactic complexity 

measures within the A2 level. The average score of left embeddedness of A2 level texts 

was 2.30 (SD = 1.41). The scores ranged from .67 to 10.50 and were non-normally 

distributed, with skewness of 3.05 (SE = .28) and kurtosis of 15.16 (SE = .56). 

Moreover, the average score of modifiers used per noun phrase was .66 in A2 level texts 

(SD = .23). The scores ranged from .11 to 1.35 and were normally distributed with 
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skewness of .24 (SE = .28) and kurtosis of .24 (SE = .56) as also the normality test 

results suggested. For A2 level texts, the mean score of minimal edit distance was .87 

(SD = .12), and the scores ranged from .00 to 1.00. The data were non-normally 

distributed with skewness of -5.56 (SE = .28) and kurtosis of 40.38 (SE = .56). Finally, 

sentence syntax similarity output gathered from the Coh-Metrix analysis ranged from 

.00 to .30 (M = .10, SD = .05) in A2 level texts. The data were not normally distributed 

with skewness of 1.43 (SE = .28) and kurtosis of 4.96 (SE = .56). 

 

4.2.1.3. B1 Level Results 

Table 8. Test of normality results of syntactic complexity measures in the B1 level 

  Shapiro-Wilk 

 CEFR Statistic df Sig. 

Left embeddedness  B1 .35 151 .00 

Modifiers per noun phrase B1 .99 151 .90 
Minimal edit distance B1 .54 151 .00 

Sentence syntax similarity B1 .95 151 .00 

 

Table 8 demonstrates the results of the test of normality on syntactic complexity 

measures at the B1 level. The results of the test revealed that the only normal 

distribution can be seen in the modifiers per noun phrase measure. No normal 

distribution of the other indices was observed at the B1 level (p < .05).   

 

Table 9. Descriptive statistics of syntactic complexity measures in the B1 level 

      Skewness  Kurtosis 

INDEX 

Min Max M SD Statistic Std. Error Statistic 

Std. 

Error 

LEFT 
EMB 

.33 57.00 3.46 5.10 8.22 .19 82.29 .39 

MOD 

NP 
.18 1.03 .59 .16 .04 .19 -.13 .39 

MED .00 .98 .87 .08 -6.88 .19 68.16 .39 

SEN 

SYN 
SML 

.00 .29 .09 .04 .91 .19 3.13 .39 
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Table 9 illustrates the descriptive statistics of the syntactic complexity measures 

within the B1 level. For B1 level texts, the average score of left embeddedness was 3.46, 

and the scores ranged from .33 to 57.00. The data were not normally distributed, with 

skewness of 8.23 (SE = .19) and kurtosis of 82.30 (SE = .40). Moreover, B1 level text 

scores of modifiers per noun phrase ranged from .18 to 1.03 (M = .59, SD = .16). The 

data were normally distributed with skewness of .04 (SE = .20) and kurtosis of -.13 (SE 

= .39). The minimal edit distance scores of B1 level texts ranged from .00 to .98 (M = 

.87, SD = .08). Similar to the previous levels, the data were not normally distributed with 

skewness of -6.88 (SE = .20) and kurtosis of 68.169 (SE = .39). The average use of 

sentence syntax similarity output was .10 (SD = .04) in B1 level texts. The scores ranged 

from .00 to .29 and were not normally distributed with skewness of .92 (SE = .20) and 

kurtosis of 3.12 (SE = .39).  

 

4.2.1.4. B2 Level Results 

Table 10. Test of normality results of syntactic complexity measures in the B2 level 

  Shapiro-Wilk 

 CEFR Statistic df Sig. 

Left embeddedness  B2 .70 76 .00 

Modifiers per noun phrase B2 .99 76 .82 
Minimal edit distance B2 .92 76 .00 

Sentence syntax similarity B2 .93 76 .00 

 

Table 10 demonstrates the results of the test of normality on syntactic complexity 

measures at the B2 level. The results of the test revealed that the only normal 

distribution can be seen in the modifiers per noun phrase measure. The other measures 

did not signal a normal distribution at the B2 level (p < .05). 
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Table 11. Descriptive statistics of syntactic complexity measures in the B2 level 

      Skewness  Kurtosis 

INDEX 

Min Max M SD Statistic Std. Error Statistic 

Std. 

Error 

LEFT 
EMB 

.83 21.50 3.92 3.01 3.3 .27 15.66 .54 

MOD 
NP 

.13 1.10 .61 .17 .13 .27 .62 .54 

MED .76 .95 .88 .03 -1.14 .27 1.79 .54 

SEN 

SYN 
SML 

.01 .20 .07 .02 1.05 .27 4.12 .54 

 

 

Table 11 demonstrates the descriptive statistics of the syntactic complexity 

measures within the B2 level. B2 level left embeddedness scores ranged from .83 to 

21.50 (M = 3.92, SD = 3.01). Skewness (3.31, SE = .28) and Kurtosis (15.66, SE = .54) 

results revealed that the data were not normally distributed. The average score of 

modifiers per noun phrase in B2 level texts was .61 (SD = .18). The scores ranged from 

.13 to 1.10, and the data were normally distributed with skewness of .134 (SE = .28) and 

kurtosis of .62 (SE = .54). In addition, the average score of minimal edit distance was .89 

(SD = .04) for B2 texts, and according to the skewness (-1.14, SE = .27) and kurtosis 

(1.79, SE = .54) results, there was no normal distribution of data of minimal edit 

distance. Finally, B2 level text scores of sentence syntax similarity ranged from .01 to 

.20 (M = .08, SD = .03). There was no normal distribution of data according to the 

results of skewness of 1.06 (SE = .28) and kurtosis of 4.12 (SE = .54). 

 

4.2.1.5. C1 Level Results 

Table 12. Test of normality results of syntactic complexity measures in the C1 level 

  Shapiro-Wilk 

 CEFR Statistic df Sig. 

Left embeddedness  C1 .89 7 .27 

Modifiers per noun phrase C1 .93 7 .57 
Minimal edit distance C1 .94 7 .64 

Sentence syntax similarity C1 .99 7 .99 
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Table 12 demonstrates the results of the test of normality on syntactic complexity 

measures at the C1 level. The results of the test revealed that all the measures in the C1 

learner language were normally distributed (p > .05).    

 

Table 13. Descriptive statistics of syntactic complexity measures in the C1 level 

      Skewness  Kurtosis 

INDEX 
Min Max M SD Statistic Std. Error Statistic 

Std. 
Error 

LEFT 

EMB 
1.04 5.00 2.70 1.57 .44 .79 -1.84 1.58 

MOD 
NP 

.41 .80 .60 .14 .25 .79 -1.20 1.58 

MED .83 .91 .87 .03 .03 .79 -1.31 1.58 

SEN 
SYN 

SML 

.06 .09 .07 .01 .07 .79 .19 1.58 

 

 

Table 13 demonstrates the descriptive statistics of the syntactic complexity 

measures within the C1 level. The mean score of left embeddedness in C1 texts was 2.71 

(SD = 1.57). The scores raged from 1.04 to 5.00 (SD = 1.57), and Skewness (.44, SE = 

.79) and Kurtosis (-1.84, SE = 1.6) results revealed that the data were normally 

distributed though the kurtosis is high. The scores of modifiers per noun phrase in C1 

level texts ranged from .41 to .80 (M = .61, SD = .15). The data were normally 

distributed with skewness of .25 (SE = 79) and kurtosis of -1.20 (SE = 1.59). The scores 

of minimal edit distance in C1 level texts ranged from .83 to .91 (M = .88, SD = .03). 

The data were normally distributed with skewness of .03 (SE = .79) and kurtosis of -1.31 

(SE = 1.59). Sentence syntax similarity output from Coh-Metrix analysis for C1 level 

texts ranged from .06 to .09 (M = .07, SD = .01). Skewness (.07, SE = .79) and kurtosis 

(.19, SE = 1.59) results revealed that the data were normally distributed.  
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4.2.2. Syntactic Complexity Measures across Levels 

The second research question was asked aiming to investigate any significant 

differences across the CEFR levels. The following section will present the results of the 

quantitative analysis separately on each SC measure. 

 

4.2.2.1. Left Embeddedness 

 

Table 14. The Kruskal-Wallis Test results of the use of Left embeddedness across CEFR 

levels 

 Chi-Square df Asymp. Sig. 

Left Embeddedness 24.56 4 0.00 

 

As table 14 demonstrates, a Kruskal-Wallis test showed that there is a 

significant difference across levels in terms of the use of left embeddedness, H(4) = 

24.56, p < 0.05. The use of left embeddedness was found to be the most in B2 level 

texts (Mdn = 3.22, M = 3.92) compared to A1 (Mdn = 2.58, M = 3.66), A2 (Mdn = 1.88, 

M = 2.29), B1 (Mdn = 2.30, M = 3.46), and C1 level texts (Mdn = 2.00, M = 2.70). Post-

hoc Mann-Whitney tests indicated that the difference between A1 and A2 level texts 

was not statistically significantly different in terms of the use of left embeddedness, 

U(NA1=8, NA2=72,) = 183.50, z = -1.67, p > .05 as can be seen in table 15. The table 

also demonstrates that when A1 and B1 level texts were compared using Mann-Whitney 

post-hoc tests, not a statistically significant difference was found in the number of 

words they use before the main verb, U(NA1=8, NB1=151,) = 504.50, z = -.78, p > .05. 

Furthermore, the post-hoc also revealed that there was not a statistically significant 

difference between A1 and B2 level texts in the use of left embeddedness, U(NA1=8, 

NB2=76,) = 265.00, z = -.59, p > .05. Finally, A1 level texts were compared to C1 level 

tests to check any statistically significant difference in terms of the number of words 

before the main verb, and not a significant difference was found U(NA1=8, NC1=7,) = 
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20.00, z = -.92, p > .05. All in all, the post-hoc results revealed that A1 levels do not 

differ from other CEFR levels in their use of left embeddedness.  

 

Table 15. Mann-Whitney Post-hoc results between A1 and other CEFR levels in terms of 

left embeddedness 

 CEFR Level 

 A1 

CEFR Level Mean rank  Z-value p 

A2 183.50 -1.67 .09 

B1 504.50 -.78 .43 

B2 265.00 -.59 .5 

C1 20.00 -.92 .35 

 

 

Mann-Whitney post-hoc tests were also performed on A2 level texts comparing 

them to the other CEFR levels. As table 15 illustrates, not a statistically significant 

difference was observed between A1 and A2 level texts. A2 level texts were also 

compared to B1 level texts, and as the table 16 illustrates, the results revealed that there 

was a statistically significant difference between A2 and B1 level texts, U(NA2=72, 

NB1=151,) = 4265.00, z = -2.60, p < .05. Furthermore, a statistically significant 

difference was also observed between A2 and B2 level texts, U(NA2=72, NB2=76,) = 

1452.50, z = -4.92, p < .05. Finally, A2 level texts were compared with C1 level texts, 

and the results indicated that A2 levels do not significantly differ from C1 levels in their 

use of left embeddedness, U(NA2=72, NC1=7,) = 215.50, z = -.63, p > .05. 
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Table 16. Mann-Whitney Post-hoc results between A2 and other CEFR levels in terms of 

left embeddedness 

 CEFR Level 

 A2 

CEFR Level Mean rank  Z-value p 

A1 183.50 -1.67 .09 

B1 4265.00 -2.60 .00 

B2 1452.50 -4.92 .00 

C1 215.50 -.63 .52 

 

B1 level texts were also compared to the other CEFR levels, and as presented 

above, though there was no significant difference between A1 and B1 levels, a 

statistically significant difference was observed between A2 and B1 level texts in their 

use of left embeddedness. Similarly, table 17 illustrates that B1 level texts significantly 

differ from B2 level texts with regard to their use of left embeddedness, U(NB1=151, 

NB2=76,) = 4329.00, z = -3.01, p < .05. Finally, B1 level texts were compared to C1 

level texts, and no statistically significant difference was observed, U(NB1=151, NC1=7,) 

= 486.50, z = -.35, p > .05. 

 

Table 17. Mann-Whitney Post-hoc results between B1 and other CEFR levels in terms of 

left embeddedness 

 CEFR Level 

 B1 

CEFR Level Mean rank  Z-value p 

A1 504.50 -.78 .43 

A2 4265.00 -2.60 .00 

B2 4329.00 -3.01 .00 

C1 486.50 -.35 .72 
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Finally, post-hoc Mann-Whitney test was performed on B2 level texts comparing 

them to the other CEFR levels. As mentioned above, B2 level texts significantly differ 

from A2 and B1 level texts in their use of left embeddedness. However, no statistically 

significant difference was observed between A1 and B2. Similarly, when B2 level texts 

were compared to C1 level texts, no statistically significant difference was found, 

U(NB2=76, NC1=7,) = 193.00, z = -.1.19, p > .05, as shown in table 18.  

 

 

Table 18. Mann-Whitney Post-hoc results between B2 and other CEFR Levels in terms 

of left embeddedness 

 CEFR Level 

 B2 

CEFR Level Mean rank  Z-value p 

A1 265.00 -.59 .55 

A2 1452.50 -4.92 .00 

B1 4329.00 -3.01 .00 

C1 193.00 -1.19 .23 

 

 

4.2.2.2. The Number of Modifiers per Noun Phrase 

 As shown in table 19, a Kruskal-Wallis test showed that the number of modifiers 

used per noun phrase significantly differs across the CEFR levels, H(4) = 16.01, p = 

.003. The number of modifiers used per noun phrase was observed to be the most in A1 

level texts (Mdn = .79, M = .81) compared to A2 (Mdn = .63, M = .65), B1 (Mdn = .59, 

M = .59), B2 (Mdn = .62, M = .61), and C1 level texts (Mdn = .60, M = 60). 
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Table 19. The Kruskal-Wallis Test results of the use of Number of Modifiers per Noun 

Phrase across CEFR levels 

 

Post-hoc Mann-Whitney tests indicated that A1 level texts significantly differ 

from A2 level texts in terms of the number of modifiers used per noun phrase U(NA1=8, 

NA2=72,) = 158.00, z = -2.08, p < .05 as can be seen in Table 20 Similarly, there was a 

statistically significant difference found between A1 level texts and B1 level texts 

U(NA1=8, NB1=151,) = 130.50, z = -3.73, p < .05 when compared. Furthermore, A1 level 

texts were compared to B2 level texts with regard to their use of modifiers per noun 

phrase, and the results revealed that A1 level texts significantly differ from B2 level 

texts, U(NA1=8, NB2=76,) = 76.00, z = -3.47, p < .05. Finally, a statistically significant 

difference was observed between A1 and C1 level texts in their use of modifiers per 

noun phrase, U(NA1=8, NC1=7,) = 8.50, z = -2.25, p < .05. 

 

Table 20. Mann-Whitney Post-hoc results between A1 and other CEFR levels in terms of 

modifiers per noun phrase 

 CEFR Level 

 A1 

CEFR Level Mean rank  Z-value p 

A2 158.00 -2.08 .03 

B1 130.50 -3.73 .00 

B2 76.00 -3.47 .00 

C1 8.50 -2.25 .02 

 

 

 A2 level texts were also compared to other CEFR level texts to investigate any 

significant differences among levels in terms of the use of modifiers per noun phrase. As 

CEFR Level Modifiers per Non Phrase 

Chi-Square 16.017 

df 4 

Asymp. Sig. .003 
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mentioned above, there was a significant difference between A1 and A2 levels. As table 

21 demonstrates, the results of the Mann-Whitney U test revealed that A2 level texts 

significantly differ from B1 level texts with regard to their use of modifiers per noun 

phrase, U(NA2=72, NB1=151,) = 4482.50, z = -2.11, p < .05. However, when A2 was 

compared to B2, not a statistically significant difference was observed, U(NA2=72, 

NB2=76,) = 2424.00, z = -1.19, p > .05. Similarly, there was not a statistically significant 

difference between A2 and C1 level texts according to the Mann-Whitney U test results, 

U(NA2=72, NC1=7,) = 218.50, z = -.57, p > .05. 

 

Table 21. Mann-Whitney Post-hoc results between A2 and other CEFR levels in terms of 

modifiers per noun phrase 

 CEFR Level 

 A2 

CEFR Level Mean rank  Z-value p 

A1 158.00 -2.08 .03 

B1 4482.50 -2.11 .03 

B2 2424.00 -1.19 .23 

C1 218.50 -.57 .56 

 

 

 Mann-Whitney post-hoc tests were performed on B1 level texts comparing them 

to other CEFR levels. As aforementioned, there was a statistically significant difference 

between A1 and B1 level texts and A2 and B1 levels. Table 22 shows that not a 

significant difference was observed between B1 and B2 level texts in terms of modifiers 

used per noun phrase, U(NB1=151, NB2=76,) = 5372.500, z = -.783, p > .05. Similarly, 

B1 level texts do not significantly differ from C1 level texts in their use of modifiers per 

noun phrase, U(NB1=151, NC1=7,) = 498.000, z = -.258, p > .05.  
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Table 22. Mann-Whitney Post-hoc results between B1 and other CEFR levels in terms of 

modifiers per noun phrase 

 CEFR Level 

 B1 

CEFR Level Mean rank  Z-value p 

A1 130.50 -3.73 .00 

A2 4482.50 -2.11 .03 

B2 5372.50 -.78 .43 

C1 498.00 -.25 .79 

 

  

When B2 texts were compared to A1, A2, and B1, as mentioned above, the only 

significant difference was observed with A1 level texts. Besides, Table 23 demonstrates 

that Mann-Whitney post-hoc tests revealed not a statistically significant difference 

between B2 and C1 level texts.  

 As aforementioned, the only statistically significant difference between C1 and 

other CEFR level texts was found between A1 and C1 levels; no other significant 

difference was observed, U(NB2=151, NC1=7,) = 258.000, z = -.131, p > .05. 

 

Table 23. Mann-Whitney Post-hoc results between B2 and other CEFR levels in terms of 

modifiers per noun phrase 

 CEFR Level 

 B2 

CEFR Level Mean rank  Z-value p 

A1 76.00 -3.47 .00 

A2 2424.00 -1.19 .23 

B1 5372.50 -.78 .43 

C1 258.00 -.13 .89 
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4.2.2.3. Minimal Edit Distance 

 

Table 24. The Kruskal-Wallis Test results of the use of Minimal Edit Distance across 

CEFR levels 

                                                                           Minimal Edit Distance 

Chi-Square 3.82 

df 4 

Asymp. Sig. .43 

 

 A Kruskal-Wallis test revealed that the use of minimal edit distance does not 

significantly differ across the CEFR levels, H(4) = 3.823, p > 0.05 as can be seen in 

table 24. Minimal edit distance rankings of B2 level texts (Mdn = .8925, M = 8865) were 

higher than A1 (Mdn = .8595, M = 7644), A2 (Mdn = .8845, M = 8682), B1 (Mdn = 

.8800, M = 8729), and C1 level texts (Mdn = .8710, M = 8769). Post-hoc Mann-Whitney 

tests were used to compare all pairs of groups.  

 

Table 25. Mann-Whitney Post-hoc results between A1 and other CEFR levels in terms of 

minimal edit distance 

 CEFR Level 

 A1 

CEFR Level Mean rank  Z-value p 

A2 229.00 -.94 .34 

B1 472.50 -1.03 .30 

B2 197.50 -1.62 .10 

C1 23.00 -.57 .56 

 

 

As can be seen in table 25, the post-hoc test revealed that A1 level texts do not 

significantly differ from A2 level texts in terms of their use of minimal edit distance, 

U(NA1=8, NA2=72,) = 229.000, z = -.946, p > .05. Similarly, not a statistically significant 

difference was observed between A1 and B1 level texts, U(NA1=8, NB1=151,) = 472.500, 
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z = -1.036, p > .05. Furthermore, there was not a statistically significant difference 

between A1 and B2 level texts in terms of their use of minimal edit distance, U(NA1=8, 

NB2=76,) = 197.500, z = -1.623, p > .05. Likewise, not a statistically significant 

difference was observed between A1 and C1 level texts, U(NA1=8, NC1=7,) = 23.000, z = 

-.579, p > .05. 

 A2 level texts were also compared to other CEFR level texts to explore possible 

significant differences among levels in terms of the use of minimal edit distance. As 

mentioned above, A1 level texts do not differ from A2 level texts. Similarly, table 26 

shows that not a statistically significant difference was observed between A2 and B1 

level texts with regard to their use of minimal edit distance, U(NA2=72, NB1=151,) = 

5416.500, z = -.043, p > .05. Moreover, when A2 and B2 level texts were compared, 

there was not a statistically significant difference found, U(NA2=72, NB2=76,) = 

2483.500, z = -.969, p > .05. Finally, A2 level texts were compared to C1 level texts, and 

not a significant difference was observed, U(NA2=72, NC1=7,) = 245.000, z = -.121, p > 

.05.  

 

Table 26. Mann-Whitney Post-hoc results between A2 and other CEFR levels in terms of 

minimal edit distance 

 CEFR Level 

 A2 

CEFR Level Mean rank  Z-value p 

A1 229.00 -.94 .34 

B1 5416.50 -.04 .96 

B2 2483.50 -.96 .33 

C1 245.00 -.12 .90 

 

 

 Mann-Whitney U tests were also performed on B1 level texts, and they were 

compared with other CEFR levels. As previously mentioned, not a significant difference 

was observed between A1 and B1, and A2 and B1 level texts in terms of minimal edit 
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distance. Table 27 also illustrates that there was not a statistically significant difference 

between B1 level and B2 level texts as well, U(NB1=151, NB2=76,) = 5046.000, z = -

1.482, p > .05. Finally, B1 level texts were compared to C1 level texts in terms of their 

use of minimal edit distance, and the results revealed not a statistically significant 

difference, U(NB1=151, NC1=7,) = 500.500, z = -.237, p > .05. 

 

Table 27. Mann-Whitney Post-hoc results between B1 and other CEFR levels in terms of 

minimal edit distance 

 CEFR Level 

 B1 

CEFR Level Mean rank  Z-value p 

A1 472.50 -1.03 .30 

A2 5416.50 -.04 .96 

B2 5046.00 -1.48 .13 

C1 500.50 -.23 .81 

 

 

 Finally, the results of the Mann-Whitney U test revealed that there was no 

statistically significant difference between B2 and A1, B2 and A2, and B2 and B1 level 

texts, as mentioned above. B2 level texts were also compared to C1 level texts in terms 

of their use of minimal edit distance, and the table 28 demonstrates that the results 

revealed not a statistically significant difference, U(NB2=76, NC1=7,) = 200.500, z = -

1.073, p > .05. 

As previously mentioned, C1 level texts were compared to other CEFR levels as 

well, and not a statistically significant difference was observed between C1 and any 

other level in terms of the use of minimal edit distance.  
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Table 28. Mann-Whitney Post-hoc results between B2 and other CEFR levels in terms of 

minimal edit distance 

 CEFR Level 

 B2 

CEFR Level Mean rank  Z-value p 

A1 197.50 -1.62 .10 

A2 2483.50 -.96 .33 

B1 5046.00 -1.48 .13 

C1 200.50 -1.07 .28 

 

4.2.2.4. Sentence Syntax Similarity  

Table 29. The Kruskal-Wallis Test results of the use of Sentence Syntax Similarity CEFR 

levels 

 Sentence Syntax Similarity 

Chi-Square 20.09 

df 4 

Asymp. Sig. .00 

 

 Finally, a Kruskal-Wallis test was performed to investigate any significant 

differences across CEFR levels on sentence syntax similarity. As shown in table 29, the 

results revealed that sentence syntax similarity of the texts does not significantly differ 

across the CEFR levels, H(4) = 20.097, p < 0.05. The group with the highest ranking of 

sentence syntax similarity was found to be A2 level (Mdn = .0975, M = .1010) compared 

to A1 (Mdn = .0855, M = .0910), B1 (Mdn = .0940, M = .0960), B2 (Mdn = .0770, M = 

.0782), and C1 (Mdn = .0750, M = .0746). Post-hoc Mann-Whitney tests revealed that 

A1 level texts do not differ from A2 level texts in terms sentence syntax similarity, 

U(NA1=8, NA2=72,) = 225.500, z = -1.002, p > .05 as can be seen in table 30.  

Similarly, there was no significant difference observed between A1 and B1 level 

texts in terms of sentence syntax similarity, U(NA1=8, NB1=151,) = 505.500, z = -.776, p 

> .05. Moreover, not a significant difference was found when A1 level texts were 
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compared to B2 level texts, U(NA1=8, NB2=76,) = 277.000, z = -.412, p > .05. Likewise, 

A1 level texts do not significantly differ from C1 level texts with regard to sentence 

syntax similarity, U(NA1=8, NC1=7,) = 22.000, z = -.696, p > .05. 

 

Table 30. Mann-Whitney Post-hoc results between A1 and other CEFR levels in terms of 

sentence syntax similarity 

 CEFR Level 

 A1 

CEFR Level Mean rank  Z-value p 

A2 225.50 -1.00 .31 

B1 505.50 -.77 .43 

B2 277.00 -.41 .68 

C1 22.00 -.69 .48 

 

 

 Post-hoc Mann Whitney tests were also performed on A2 level texts comparing 

them to other CEFR levels. As mentioned above, not a significant difference was 

observed between A1 and A2 texts. As shown in table 31, similarly, there was not a 

statistically significant difference between A2 and B1 level texts with regard to sentence 

syntax similarity, U(NA2=72, NB1=151,) = 5144.000, z = -.648, p > .05. However, A2 

level texts significantly differ from B2 level texts in terms their sentence syntax 

similarity, U(NA2=72, NB2=76,) = 1763.000, z = -3.733, p < .05. Likewise, A2 level texts 

were compared to C1 level texts, and statistically significant d ifference was observed, 

U(NA2=72, NC1=7,) = 132.500, z = -2.062, p < .05. 
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Table 31. Mann-Whitney Post-hoc results between A2 and other CEFR levels in terms of 

sentence syntax similarity 

 CEFR Level 

 A2 

CEFR Level Mean rank  Z-value p 

A1 225.50 -1.00 .31 

B1 5144.00 -.64 .51 

B2 1763.00 -3.73 .00 

C1 132.50 -2.06 .03 

 

As mentioned above, no significant difference was observed between A1 and B1 

level texts, and A2 and B1 level texts. As the table 32 illustrates, the results of the post-

hoc Mann-Whitney tests revealed that there was a statistically significant difference 

between B1 and B2 level texts with regard to their sentence syntax similarity, 

U(NB1=151, NB2=76,) = 4013.000, z = -3.695, p < .05. Finally, B1 level texts were 

compared to C1 level texts, and the difference was not statistically significant, 

U(NB1=151, NC1=7,) = 317.500, z = -1.783, p > .05. 

 

Table 32. Mann-Whitney Post-hoc results between B1 and other CEFR levels in terms of 

sentence syntax similarity 

 CEFR Level 

 B1 

CEFR Level Mean rank  Z-value p 

A1 505.50 -.77 .43 

A2 5144.00 -.64 .51 

B2 4013.00 -3.69 .00 

C1 317.50 -1.78 .07 
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 Post-hoc Mann-Whitney test was performed on B2 level texts and compared 

them to the other CEFR levels. As mentioned above, even though not a statistically 

significant difference was observed between A1 and B2 level texts, the difference 

between A2 and B2, and B1 and B2 were statistically significant with regard to their 

sentence syntax similarity. Moreover, table 33 also demonstrates that B2 level texts do 

not differ from C1 level texts in terms of sentence syntax similarity, U(NB2=76, NC1=7,) 

= 247.500, z = -.303, p > .05.  

 

 

Table 33. Mann-Whitney Post-hoc results between B2 and other CEFR levels in terms of 

sentence syntax similarity 

 CEFR Level 

 B2 

CEFR Level Mean rank  Z-value p 

A1 277.00 -.41 .68 

A2 1763.00 -3.73 .00 

B1 4013.00 -3.69 .00 

C1 247.50 -.30 .76 

 

 

 As previously mentioned, post-hoc Mann-Whitney test was performed on C1 

level texts, and the only statistically significant difference was identified between C1 

and A2 level texts.  

 

4.3. DISCURSIVE FEATURES 

4.3.1. Discursive Features within the CEFR Levels 

The third research question was addressed with the aim of investigating how the 

data were distributed within the same CEFR level. The following section will present the 
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results of the quantitative analysis presenting the test of normality results as well as 

displaying the results separately on each discursive feature.  

 

4.3.1.1. Backward Reference  

 Backward reference was identified at all levels except the A1 level. As Table 34 

demonstrates, a Shapiro-Wilk test showed a significant departure from normality, W(72) 

= .30, p < .05 for A2 level texts in terms of backward reference. Likewise, for B1 level 

texts, the test of normality results revealed that the backward reference data within the 

B1 level were not normally distributed, W(151) = .43, p < .05. Neither of the upper 

levels were found to be approximately normally distributed: B2 level texts (W = .35, p < 

.05), C1 level texts (W = .60, p < .05).  

 

Table 34. Test of normality results of backward reference within the CEFR levels 

 Shapiro-Wilk 

CEFR Statistic df Sig. 

A2 .30 72 .00 

B1 .43 151 .00 
B2 .35 76 .00 
C1 .60 7 .00 

 
 

4.3.1.2. Code-Switching  

 Code-switching was observed in all the levels of the CEFR in the corpus. Table 

35 illustrates the test of normality results for code-switching within the CEFR levels. A 

Shapiro-Wilk test revealed that none of the data of code-switching within the levels of 

the corpus were normally distributed: A1 level texts (W = .41, p < .05), A2 level texts 

(W = .45, p < .05), B1 level texts (W = .24, p < .05), B2 level texts (W = .14, p < .05), 

and C1 level texts (W = .64, p < .05).  
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Table 35. Test of normality results of code-switching within the CEFR levels 

 Shapiro-Wilk 

CEFR Statistic df Sig. 

A1 .41 8 .00 
A2 .45 72 .00 

B1 .24 151 .00 
B2 .14 76 .00 

C1 .64 7 .00 

 

4.3.1.3. Connectors  

 Connectors were also identified in all the levels of the corpus. As can be seen in 

Table 36, the data related to connectors were normally distributed only in the levels A1, 

W(8) = .87, p > .05, and C1 W(7) = .93, p > .05. A Shapiro-Wilk test showed a 

significant departure from normality for the other levels: A2 (W = .87, p < .05), B1 (W = 

.84, p < .05) and B2 (W = .88, p < .05).  

 

Table 36. Test of normality results of connectors within the CEFR levels 

 Shapiro-Wilk 

CEFR Statistic df Sig. 

A1 .87 8 .15 

A2 .87 72 .00 
B1 .84 151 .00 

B2 .88 76 .00 
C1 .93 7 .56 

 

4.3.1.4. Discourse Markers 

 As shown in Table 37, a Shapiro-Wilk test demonstrated that the data in all the 

levels of the CEFR in the corpus except the C1 level significantly departed from 

normality: A1 (W = .72, p < .05), A2 (W = .74, p < .05), B1 (W = .65, p < .05), and B2 

(W = .86, p < .05). The only normal distribution of discourse markers data were 

identified in the C1 level of the corpus, W(7) = .72, p < .05).  
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Table 37. Test of normality results of discourse markers within the CEFR levels 

 Shapiro-Wilk 

CEFR Statistic df Sig. 

A1 .72 8 .00 
A2 .74 72 .00 

B1 .65 151 .00 
B2 .86 76 .00 

C1 .93 7 .55 

 

4.3.1.5. High Information Load 

 Table 38 illustrates the test of normality results for high information load within 

the CEFR levels of the corpus. High information load was only identified in the A2 and 

B1 levels, and neither of the data within these levels showed a normal distribution: A2 

level texts (W = .15, p < .05) and B1 level texts (W = .14, p < .05). 

 

Table 38. Test of normality results of high information load within the CEFR levels 

 Shapiro-Wilk 

CEFR Statistic df Sig. 

A2 .15 72 .00 
B1 .14 151 .00 

 

4.3.1.6. Reference to Context 

 Reference to context was identified in all levels of the corpus except the C1 

level. None of the reference to context data showed normal distribution within the C1 

level: A1 (W = .41, p < .05), A2 (W = .39, p < .05), B1 (W = .39, p < .05), and B2 (W = 

.86, p < .05), as Table 39 demonstrates.  

 

Table 39. Test of normality results of reference to context within the CEFR levels 

 Shapiro-Wilk 

CEFR Statistic df Sig. 

A1 .41 8 .00 
A2 .39 72 .00 
B1 .39 151 .00 

B2 .86 76 .00 
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4.3.1.7. Weak Coherence 

 Similar to high information load, weak coherence has only been identified in the 

A2 and B1 levels of the corpus. A Shapiro-Wilk test showed a significant departure from 

normality for both levels: A2 (W = .32, p < .05) and B1 (W = .17, p < .05) as Table 40 

demonstrates.  

 

Table 40. Test of normality results of weak coherence within the CEFR levels 

 Shapiro-Wilk 

CEFR Statistic df Sig. 

A2 .32 72 .00 

B1 .17 151 .00 

 

4.3.2. Discursive Features Across the CEFR Levels 

 

Figure 1. Backward reference coding distribution across the CEFR levels 

 

Figure 1 illustrates how the backward reference feature was distributed across the 

CEFR levels. As can be seen in the figure, backward reference instances were observed 

in all the CEFR levels except the A1 level. B1 level appears to be the level that 
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backward reference was used the most in the speeches, with 29 instances in the texts. B2 

level follows with 11 instances in the texts. The third level in which backward reference 

was observed the most was the A2 level with six instances, and C1 follows with two 

instances of backward reference. However, though the number of instances is of 

significance for the understanding of how the feature was distributed across the levels, 

the calculated means of occurrences within the levels and how they differ should also be 

considered. Table 41 illustrates the calculated means of backward reference occurrences 

across the CEFR levels. As can be seen, though the number of instances was the highest 

in the B1 level (M = .185) in terms of backward reference use, calculating the means of 

backward reference instances revealed that the highest use was in the C1 level texts (M 

= .285) considering the sample size. B1 (M = .185), B2 (M = .144), and A2 (M = .083) 

follow respectively, and because no instances were observed in the A1 level, the 

calculated means of backward reference was zero for that level.  

Table 41. The calculated means of backward reference occurrences across the CEFR 

levels 

CEFR Level n M 

A1 8 0 

A2 72 .08 

B1 151 .18 

B2 76 .14 

C1 7 .28 

 

 Figure 2 shows how code-switching was distributed across the CEFR levels. As 

can be seen, in all levels of the CEFR, the code-switching feature of discourse was 

observed. The most frequent use was found in the B1 level texts with 30 instances of 

code-switching. In addition, a great number of code-switching was also observed in the 

A2 level texts with 19 instances of the feature. In the C1 level texts, the number of 

instances of code-switching was six, and B2 level texts follow with two instances of 

code-switching. Finally, the A1 level follows with one instance making it the level that 

code-switching was least used in the speeches.  
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Figure 2. Code-switching coding distribution across the CEFR levels 

 

Table 42 demonstrates the calculated means of code-switching occurrences 

across the CEFR levels. The analysis of the calculated means revealed that the level that 

code-switching was used the highest in the speeches was the C1 level (M = .857). A2 (M 

= .263), B1 (M = .178), and A1 (M = .125) follow, respectively. The level that the code-

switching feature was used the least was the B2 level texts (M = .026).  

 

Table 42. The calculated means of code-switching occurrences across the CEFR levels 

CEFR Level n M 

A1 8 .12 

A2 72 .26 

B1 151 .17 

B2 76 .02 

C1 7 .85 
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Figure 3. Connectors coding distribution across the CEFR levels 

 

How connector use was distributed across the CEFR levels can be seen in Figure 

3. The highest frequency of connector use was observed in the B1 level texts with 1686 

instances. The B2 level texts follow with 1265 instances of connectors. The A2 level 

was the third level in which connectors were used most frequently with 518 instances. In 

the C1 level texts, the number of connectors was 182, and at the A1 level, it was 35.  

 

Table 43. The calculated means of connectors occurrences across the CEFR levels 

CEFR Level n M 

A1 8 4.37 

A2 72 7.18 

B1 151 11 

B2 76 16.64 

C1 7 26 

 

 Table 43 illustrates the calculated means of connector use across the CEFR 

levels. Though the number of occurrences was highest in the B1 level texts, considering 
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the sample size, the highest calculated mean was observed in the C1 level texts (M = 26) 

in terms of connectors use. B2 (M = 16.644), B1 (M = 11), and A2 (M = 7.180) follow, 

respectively. The calculated means of connector use in the A1 level texts was 4.375, 

making the level the one that connectors were used the least.  

 

Figure 4. Discourse markers coding distribution across the CEFR levels 

 

Figure 4 demonstrates how discourse markers were distributed across the CEFR 

levels. The B1 level appears to be the level in which discourse markers were used in the 

texts the most with 567 instances. The second level in which discourse markers were 

used the most was the B2 level with 384 instances. A2 level texts follow with 199 

instances of discourse markers. C1 level was found to be the fourth level in which 

discourse markers were used the most with 19 instances. Finally, discourse markers 

were observed to be employed in the A1 level texts the least with 12 instances.   

 Moreover, as can be seen in Table 44, the calculated means of discourse markers 

use revealed that the level that discourse markers were used the most in the speeches 

was the B2 level (M = 5.052) although the B1 level was the one that the greatest number 

of them were used. B1 (M = 3.741), A2 (M = 2.763), C1 (M = 2.714) level texts follow, 
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respectively. The calculated means of discourse markers use also revealed that the A1 

level was the level that discourse markers were used the least in the texts.  

Table 44. The calculated means of discourse markers occurrences across the CEFR 

levels 

CEFR Level n M 

A1 8 1.5 

A2 72 2.763 

B1 151 3.741 

B2 76 5.052 

C1 7 2.714 

 

In terms of high information load, the only texts it was found in were A2 level 

texts and B1 level texts, as can be seen in Figure 5. In the A2 level, the number of 

instances was two whereas five instances were found in the B1 level texts. A1, B2, and 

C1 level texts did not appear to include items that would result in high information load ; 

hence, no instances were observed in the mentioned levels.   

 

 

Figure 5. High information load coding distribution across the CEFR levels 
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As Table 45 illustrates, the calculated means of high information load 

occurrences revealed that although the number of times high information load was 

detected in the A2 and B1 levels were different, the means of the feature in the A2 (M = 

.027) and B1 (M = .026) levels were quite close to each other. Because no instances of 

high information load were identified in the A1, B2, and C1 level texts, the mean was 

calculated to be zero for these levels.  

 

Table 45. The calculated means of high information load occurrences across the CEFR 

levels 

CEFR Level n M 

A1 8 0 

A2 72 .027 

B1 151 .026 

B2 76 0 

C1 7 0 

 

Figure 6 demonstrates how reference to context items were distributed across the 

CEFR levels. Except for the C1 level, reference to context was coded in all levels of the 

CEFR in the corpus. In the B1 level, the items were found to be the most with 39 

occurrences. The B2 level follows with 35 instances, making it the second level in which 

reference to context was used the most. In the A2 level, the number of reference to 

context items were found to be 12, and in the A1 level, only one reference to context 

item was found.   
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Figure 6. Reference to context coding distribution across the CEFR levels 

 

Moreover, according to the calculated means of reference to context occurrences, 

the level that reference to context items were used the most was the B2 level (M = .460) 

in the corpus, as shown in Table 46. B1 level (M = .258), A2 level (M = .180), and A1 

level (M = .125) follow, respectively. Since no instances were identified in the C1 level, 

the calculated mean of reference to context items was zero for this level in the corpus.  

 

Table 46. The calculated means of reference to context occurrences across the CEFR 

levels 

CEFR Level n M 

A1 8 .125 

A2 72 .180 

B1 151 .258 

B2 76 .460 

C1 7 0 
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 Finally, figure 7 illustrates how weak coherence was observed in the CEFR 

levels in the corpus. Weak coherence was only found in the A2 level and B1 level texts. 

In the A2 level, the number of instances of weak coherence was found to be 13 whereas 

in the B1 level the number was five. In the A1, B2, and C1 levels, no instances of weak 

coherence were identified.  

 

 

Figure 7. Weak coherence coding distribution across the CEFR levels 

 

According to Table 47, the calculated mean of weak coherence was found to be 

.180 for the A2 level texts whereas it was found to be .033 for the B1 level texts. Since 

no instances of weak coherence were identified in the A1, B2, and C1 levels, the 

calculated means of reference to context items were zero for these levels in the corpus. 

Table 47. The calculated means of weak coherence occurrences across the CEFR levels 

CEFR Level n M 

A1 8 0 

A2 72 .180 

B1 151 .033 

B2 76 0 

C1 7 0 



83 
 

 

4.4. CONCLUSION 

The summary of the most relevant findings reported above is: 

1. In the A1 level texts, all measures of syntactic complexity were non-normally 

distributed within the level. In the A2 level texts, only modifiers per noun phrase 

measure was found to be normally distributed. Likewise, only modifiers per noun 

phrase measure was normally distributed in the B1 level and the B2 level. All 

measures of syntactic complexity were found to be normally distributed in the 

C1 level texts.  

2. The left embeddedness measure significantly differs across the CEFR levels. 

Statistically significant differences were observed between A2-B1, A2-B2, and 

B1-B2 levels in terms of the left embeddedness measure.  

3. Modifiers per noun phrase measure also significantly differs across the CEFR 

levels. Statistically significant differences were identified between A1-A2, A1-

B1, A1-B2, A1-C1, and A2-B1 levels in terms of the modifiers per noun phrase 

measure.  

4. Minimal edit distance was the only syntactic complexity measure that does not 

significantly differ across the CEFR levels. None of the levels significantly 

differs in terms of the modifiers per noun phrase measure.  

5. Sentence syntax similarity measure significantly differs across the CEFR levels 

as well. A2-B2, A2-C1, and B1-B2 were identified to significantly differ from 

each other in terms of sentence syntax similarity.  

6. According to the tests of normality, the only normal distribution was found in the 

connector use in the A1 level, connector use in the C1 level, and discourse 

markers use in the C1 level. The other discursive features were non-normally 

distributed within the levels.  
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7. 48 references of backward reference were identified in the whole corpus. 

Backward reference was used the most in the C1 level texts. B1, B2, and A2 

follow, respectively.  

8. 58 references of code-switching were found in the whole corpus. Code-switching 

was used the most in the C1 level texts. A2, B1, A1, and B2 level texts follow, 

respectively.  

9. Connectors were the discursive features that were used the most in all levels in 

the corpus. In total, 3686 references were identified. In terms of connectors, the 

highest number of occurrences were found in the C1 level texts, and B2, B1, A2, 

and A1 follow, respectively.  

10. Discourse markers were the second discursive features that were used the most in 

all levels in the corpus. 1181 references were identified in the texts in total. 

Discourse markers were used the most in the speeches in the B2 level of the 

corpus. B1, A2, C1, and A1 level texts follow, respectively.  

11. High information load was the discursive feature that was used the least in the 

speeches. It was identified for six times in the whole corpus. It was only found in 

the A2 level and B1 level texts.  

12. In all of the levels, 87 references of reference to context were found in total. In 

the B2 level of the corpus, reference to context items were found the most. The 

second level that they were identified the most was the B1 level, and A2, A1, and 

C1 level texts follow, respectively.  

13. 18 references of weak coherence were identified at all levels in total. No 

instances of weak coherence were identified in the A1, B2, and C1 level texts of 

the corpus. It was only observed in the A2 level and B1 level texts.  
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CHAPTER 5 

5. DISCUSSION  

5.1. INTRODUCTION 

In this chapter, the findings unveiled from the analysis of a spoken corpus in terms 

of syntactic complexity and discursive features are interpreted. In order to gain a better 

insight into the possibilities and justification of the current findings, the research 

questions of ‘within’ and ‘across’ levels are combined when discussing the findings. In 

addition, the findings are discussed based on the existing body of literature on syntactic 

complexity and discursive features across different levels of learners. Moreover, this 

chapter touches upon the limitations of the research as well as the pedagogical 

implications of the findings. Finally, relevant recommendations for further research 

studies are provided.  

 

5.2. DISCUSSION OF THE FINDINGS 

5.2.1. SYNTACTIC COMPLEXITY 

 With respect to the research questions about the syntactic complexity, both 

similar and different findings with the existing literature are observed. The current 

research investigated the use of left embeddedness, modifiers per noun phrase, minimal 

edit distance, and sentence syntax similarity in a spoken corpus consisting of 314 

conversations. Overall, significant differences across different CEFR levels were 

observed in terms of the use of left embeddedness, modifiers per noun phrase, and 

sentence syntax similarity indices. This finding supports the results of other studies on 

syntactic complexity proficiency levels of learners (e.g., Benzehaf, 2017: p. 43; 

Cumming et al., 2005: p. 5; Ortega, 2003: p. 496) which revealed significant differences 

between different levels of proficiency in syntactic complexity. In a similar vein, the 

finding that syntactic complexity differs across the CEFR levels is also in line with the 

studies conducted by researchers who operationalized proficiency in terms of the CEFR 
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as well (e.g., Alexopoulou et al., 2017: p. 180; Hawkins & Filipović, 2012: p. 23; Kang 

and Yan, 2018: p. 24; Khushik & Huhta, 2019: p. 8; Lahuerta Martínez, 2018: p. 1; 

Verspoor et al., 2012: p. 1). In these research studies, the common finding was that 

syntactic complexity differs in different CEFR proficiency levels.  

 

5.2.1.1. Left embeddedness across Levels 

 One of the syntactic complexity measures that sought to be investigated across 

the CEFR levels was left embeddedness in learner speech. Since the literature suggests 

that syntactic complexity increase as the proficiency level increases (Hawkins & 

Filipović, 2012: p. 23), left embeddedness is predicted to increase with the proficiency 

level. The results yielded that there is a significant difference (p < .05) across the CEFR 

levels with regard to the use of left embeddedness. This result is consistent with the 

study conducted by McNamara, Crossley, and McCarthy (2010: p. 57) which found 

significant differences between high-level and low-level proficiency learners. However, 

in the corpus utilized in this research, the highest use of left embeddedness was observed 

in the A1 level, which does not support the previous research (e.g., Benzehaf, 2017: p. 

43; Cumming et al., 2005: p. 5; Kim, 2004: p. 31; Ortega, 2003: p. 496; Verspoor et al., 

2012: p. 1) which revealed that syntactic complexity increases as the learners’ 

proficiency level increases.  

The explanation for this finding might be due to the fact that the highest sentence 

length means in the whole dataset is observed at the A1 level. As left embeddedness is 

concerned with how many words there are before the main verb, the sentence length 

might have affected the results. However, the generalizability of this finding is 

questionable since the number of samples in the A1 level is eight which is the second 

least number of samples in the whole dataset. Moreover, the fact that not a significant 

difference was observed between the A1 level and the other levels raises questions about 

the classification of sample texts in terms of CEFR levels. In addition, the C1 level texts 

of the corpus did not provide results as the CEFR would suggest since the second-lowest 

mean of left embeddedness was found in the C1 level. Although the sentence length 
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mean increases as the levels increase in the dataset (except for the A1 level), the mean of 

left embeddedness is low in the C1 level. Furthermore, there is only one C1 level text 

whose mean is higher than the mean of B2 level texts, which raises questions about the 

categorization of the texts in the correct CEFR levels in the corpus. Finally, the A2-B2 

continuum progresses as the CEFR level increases in terms of mean scores of sentence 

length, word count, sentence count, and left embeddedness, which suggests that these 

data yielded results as expected. As for the significant differences, the common levels 

that point to no significant differences were A1 and C1 levels which support the 

aforementioned arguments for the samples in the corpus for these levels. This finding 

might result from the number of samples in the levels or the incorrect categorization of 

the texts in these levels.  

 

5.2.1.2. Modifiers per Noun Phrase across Levels 

 Another syntactic complexity measure used in this research was modifiers per 

noun phrase use in learner speech across different levels. Similar to the left 

embeddedness index, modifiers per noun phrase use is expected to increase as learners 

progress into upper levels. Across different CEFR levels, modifiers per noun phrase 

differed significantly in the current research, which is in line with the notion held by 

Green (2012: p. 124) who found significant differences between B and C levels and 

different from Banerjee et al. (2015: p. 5) who found that modifiers per noun phrase did 

not distinguish the levels of proficiency. The syntactic complexity results in this dataset 

demonstrate no logical progress as the CEFR suggests. The fact that level A1 

significantly differs from all the other levels, and that A2 differs from the B level is in 

line with what the literature suggests as they are the lowest levels in the CEFR. 

However, the highest use of modifiers per noun phrase was observed in the A1 level 

texts which in turn spoils the findings of significant differences between A1 level and 

the other levels as it conflicts with the literature. Word count of the texts might have an 

effect on the use of modifiers per noun phrase, and word count increases as the levels 

increase in the dataset. This could be considered appropriate for this to lower the mean 
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of modifiers per noun phrase, however, since there is no logical distribution in the 

means, the result might not stem from this. Similar to the left embeddedness measure, 

this finding raises questions about the categorization of the texts in the correct CEFR 

level in the corpus.  

 

5.2.1.3. Minimal Edit Distance across Levels 

 Minimal edit distance was another measure utilized in the current research to 

investigate syntactic complexity differences in learner speech across the CEFR levels. 

The analysis revealed that different CEFR levels did not differ in their use of minimal 

edit distance. Out of four indices of Coh-Metrix, this is the only one which did not differ 

across levels. This finding is not in line with the previous research studies which 

suggested an increase in syntactic complexity with the proficiency levels (e.g., 

Alexopoulou et al., 2017: p. 180; Benzehaf, 2017: p. 43; Cumming et al., 2005: p. 5; 

Hawkins & Filipović, 2012: p. 23; Kang and Yan, 2018: p. 24; Khushik and Huhta, 

2019: p. 8; Lahuerta Martínez, 2018: p. 1; Ortega, 2003: p. 496; Verspoor et al., 2012: p. 

1). This finding also contradicts with the CEFR according to which there need to be 

differences between levels in terms of complexity. However, it must also be noted that 

the means of minimal edit distance are quite high in all levels, that is, the similarity 

between sentences is little, which can be considered good for complexity as the more the 

output of minimal edit distance, the better it is for the complexity. While there was an 

expected increase in the mean values for each level from A1 to B2, there was a slight 

decrease in terms of the minimal edit distance in the C1 level. The data I analyzed does 

not signal the source of the decrease in the C1 level. In that vein, analyzing the minimal 

edit distance of the texts is not an indicator of level distribution for this corpus.  

 

5.2.1.4. Sentence Syntax Similarity across Levels 

 The last syntactic complexity measure utilized in this research was sentence 

syntax similarity differences across different levels of proficiency. Similar to the left 



89 
 

embeddedness and modifiers per noun phrase measure, sentence syntax similarity also 

significantly differed across the CEFR levels in the corpus. According to the 

expectations based on the CEFR, as learners progress into upper levels, they are 

supposed to produce more syntactically complex utterances. The analysis of the texts in 

terms of sentence syntax similarity revealed that the A1 level did not significantly differ 

from the other levels of the CEFR in the corpus. This finding contradicts both the 

expectations based on the CEFR and the previous literature such as the study conducted 

by Verspoor et al. (2012: p. 1) which suggested that complex sentences are a good 

separator of levels, especially between A1 and A2 levels. The number of samples and 

the non-normal distribution of the data within the A1 level might account for A1 level 

texts to produce unexpected results. Furthermore, although no significant difference was 

observed between A1 and A2 levels, the analysis revealed that the means of sentence 

syntax similarity is lower in the A1 level texts than the A2 level texts. To consider the 

sentences more complex, the sentence syntax similarity value obtained from the Coh-

Metrix needs to be low. In that vein, the fact that A1 level texts were more syntactically 

complex than A2 level texts in terms of sentence syntax similarity contradicts the 

expectations based on the CEFR and the syntactic complexity research. This finding 

could be explained by the fact that the samples in the A1 level are far fewer than those 

of the A2 level. Other than these, though no significant differences were observed across 

many of the levels, sentence syntax similarity means from A2 to C1 levels meet the 

expectations based on the CEFR.  

 

5.2.2. DISCURSIVE FEATURES 

 Concerning the research questions about the discursive features, there are 

findings similar to, as well as different from the results of previous research. To seek 

answers for the research questions related to the discursive features, the current research 

investigated the discursive features in a spoken corpus consisting of 314 conversations. I 

operationalized discursive features as backward reference, code-switching, connectors, 

discourse markers, high information load, reference to context, and weak coherence. In 
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the literature, as the studies investigating these specific features are scarce and even non-

existent in some. Thus, the results regarding the discursive features of the 314 texts in 

the corpus are predominantly discussed based on the expectations according to the 

CEFR. In the following sections, the discussion about each discursive feature will be 

presented.  

 

5.2.2.1. Backward Reference 

 The only level that backward reference items was not observed was the A1 level 

in the corpus, which is an expected finding considering backward reference requires 

handling the discourse quite well by referring to the previous utterances. Council of 

Europe (2001) assumes that the range of cohesion expands across proficiency levels, 

hence, the fact that no backward reference items were found in the A1 level is in line 

with the CEFR’s predictions. Moreover, the results in the A2 and B1 level is also 

expected as the number of backward reference items increases by the proficiency level. 

However, a decrease in the backward reference use was observed in the B2 and C1 

levels, which contradicts the expectations. The reason for this decrease might be 

explained with the number of samples in each level. If the number were even among the 

levels, backward reference items would have been increased as expected. It must also be 

noted that the distribution of backward reference items in each level is not normal, 

which might have affected the results as well.  

 

5.2.2.2. Code-switching 

 Another discursive feature analyzed in learner speech across levels was code-

switching. The number of occurrences of code-switching should decrease with the 

increase of proficiency as learners are required to handle the discourse better in the 

upper levels of proficiency according to the Council of Europe (2001: p. 123). The fact 

that fewer occurrences were observed in the A1 level than the A2 level contradicts the 

assumptions of the CEFR. On the other hand, the calculated means of code-switching 

occurrences decrease starting from the A2 level to the B2 level, which is a probable 

finding. However, the highest calculated mean of occurrences amongst levels was 
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observed in the B2 level rather than the C1 level. When the word counts of the texts and 

levels are taken into consideration, the greatest number of words is observed at the C1 

level. Because the data were preliminarily based on speech and the speeches were the 

longest in the C1 level, the fact that those texts revealed more code-switching examples 

might be an expected result as Woolford (1983: p. 529) asserts, code-switching could 

occur more in longer conversations. However, this finding is different from what 

Hamers and Blanc (2000: p. 267) stated as they believed code-switching could occur in 

situations where speakers’ knowledge in the L2 is insufficient. To this end, the finding 

could be due to the length of the sentences, however, considering the fact that C1 is the 

highest level of the CEFR in the corpus, and learners are expected to have sufficient 

knowledge in the target language as the CEFR requires, the categorization of the texts in 

the correct level is questionable. Finally, the fact that code-switching findings fluctuate 

across the levels might stem from whether or not the learners who participated in the 

corpus had received any education about strategic competence.  

 

5.2.2.3. Connectors 

 The texts in the corpus are relatively richer in terms of connector use, in fact, 

connectors are the discursive features that were most observed in the corpus across all 

levels. Based on the Council of Europe’s (2001: p. 125) assumptions, it would be fair to 

say that the number and range of connectors in learner language should increase as 

learners become more proficient in the language. The connector use calculated means in 

learner language in the corpus increased in direct proportion to the word counts and 

levels. This finding is in compliance with the studies in the literature such as that of 

Jafarpur (1991: p. 459), Norment (1995: p. 561; 2002, p. 98), Mohammed (2015: p. 74), 

Carlsen (2010: p. 193), Zarco-Tejada et al. (2016: p. 215) who found that upper 

proficiency levels show a greater level of connectives use compared to the lower levels, 

yet different from the studies conducted by Zhang (2000: p. 61) and Castro (2004: p. 

215) who did not find any significant differences between levels. As mentioned above, 

the discursive feature observed the most in all the levels were connectors, and it is the 

feature that is most aligned with the CEFR’s assumptions as the number of samples and 
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the levels increase. On the other hand, while it would be realistic to expect typical 

sampling in terms of all features, only connector use demonstrates typicality across the 

A1 to C1 continuum. This result might mean that the corpus sampling could be 

unrealistic, or it might not be typical.  

 

5.2.2.4. Discourse Markers 

 The calculated means of discourse markers occurrences from the A1 to the B2 

level is aligned with the CEFR’s assumptions, which correlates with what Hellermann 

and Vergun (2007: p. 157) found whose findings indicated that the average frequency of 

discourse markers increases as learners’ proficiency level increases. This finding also 

supports the work of Neary-Sundquist (2014: p. 637) who found that discourse marker 

use increased as the proficiency level of the learners increased. However, although the 

findings are aligned with these research studies, it must be noted  that the studies did not 

use CEFR scales to measure learner proficiency.  

 While the A1 to B2 continuum meets the assumptions of the CEFR, the C1 level 

demonstrates a decrease in the calculated means of discourse markers in learner speech. 

Though the other discursive features are used to a good degree in C1 level texts, the 

calculated means of discourse markers are very close to those of A2 level texts, which 

does not meet the CEFR expectations and differs from what was stated in the literature. 

Furthermore, the number of instances of discourse markers use in the A1 and C1 levels 

are very close to each other. This might either be explained with the A1 level texts’ 

being exceptionally good or C1 level texts’ exceptionally bad. However, because there 

was a normal distribution within the C1 level in terms of discourse markers use, it might 

be stated that the texts in the A1 level are exceptionally good in terms of discourse 

markers use. Finally, the reasons for the decrease in the C1 level might stem from issues 

such as topics, speech environment, and interaction between the interlocutor and the 

speakers. Also, it might stem from the fact that texts in the C1 level do not demonstrate a 

typical sampling, which may point to problems in the formation of the corpus.  
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5.2.2.5. High Information Load 

 High information load is the discursive feature that was observed the rarest  in the 

analysis. In the whole corpus, it was only identified in the texts from A2 and B1 levels 

with two and five number of occurrences, respectively. Presumably, it could be expected 

to be seen in B2 and C1 levels as learners at these levels might tend to overuse the 

language. The possible reasons for this finding cannot be explained with the data 

analyzed in this research as the data are not enough to draw any conclusions.  

 

5.2.2.6. Reference to Context  

 Council of Europe (2001: p. 125) assumes that the use of cohesive devices 

enriches with the proficiency level. Besides, Halliday and Hasan (1976: p. 14) 

categorizes ‘reference’ under cohesive resources. Hence, the use of reference to context 

might be expected to increase with the increase in proficiency levels. The calculated 

means of reference to context use increases as the proficiency level of the texts 

increases, which confirms the CEFR (Council of Europe, 2001: p. 125) assumptions. 

However, no instances of reference to context were observed in the C1 level, which 

might spring from the range of topics selected in the level.  

 

5.2.2.7. Weak coherence 

 Waller (2015: p. 69) states that because the CEFR chooses wording which could 

mean C1 is the threshold for learners to be able to choose the appropriate language item 

to be coherent in discourse, discourse coherence might be the defining feature of the C1 

level and above. In that vein, weak coherence might be expected to be seen in the A1 

level texts the most, however, no instances were observed in the A1 level of the corpus. 

Moreover, while there is none in the A1 level, it is odd that the greatest number of 

occurrences were detected in the A2 level as the A2 level is supposed to be more 

proficient than the A1 level. The reason for this finding could stem from the differences 

in the topics, the categorization of the texts in the correct level in the corpus, or due to 

the fact that the speeches in the A1 level are shorter than the speeches in the A2 level. 

Moreover, it is also an expected finding that the instances decrease in the B1 level and 
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supported by the current research findings. Finally, it could also be considered normal 

that no instances were observed in the B2 and C1 levels though the length of speech 

increases incrementally, which supports the beliefs of Waller (2015: p. 69) who asserted 

that discourse coherence is the defining feature of the upper levels.  
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CHAPTER 6 

6. CONCLUSION 

6.1. INTRODUCTION 

 This section includes a summary of the research based on the research questions 

addressed. Furthermore, the pedagogical implications of the research limitations as well 

as suggestions for further research were presented.  

 

6.2. SUMMARY OF THE FINDINGS 

The present research was designed (1) to identify whether there is consistency in 

terms of syntactic complexity within the same CEFR level, (2) to examine any 

significant differences in terms of syntactic complexity across the CEFR levels, (3) to 

identify whether there is consistency in terms of discursive features within the same 

CEFR level, and (4) to analyze how discursive features were distributed across the 

CEFR levels. To this wake, the texts were analyzed in terms of syntactic complexity and 

discursive features. The syntactic complexity of the texts was analyzed with the help of 

an automated analysis tool, Coh-Metrix, and how they were distributed within and 

across the levels was analyzed with the help of IBM SPSS 22.0. For discursive features 

end of the research, qualitative content analysis was conducted, and the data were 

analyzed on a qualitative analysis tool, NVivo. In that vein, four research questions were 

addressed:  

Research Question 1: Is there consistency within the same CEFR level 

distribution in a spoken learner corpus in terms of syntactic complexity? 

Normality tests and means scores of the levels unveiled that all measures of 

syntactic complexity were non-normally distributed in the A1 and C1 level texts. 

However, in the A2, B1, and B2 level texts, only modifiers per noun phrase measure was 

found to be normally distributed. The fact that A1 and C1 level samples sizes were quite 
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close to each other, and that there were few texts in the levels might have affected the 

distribution of the data within these levels.  

Research Question 2: Is there a significant difference among CEFR level 

distributions in a spoken learner corpus in terms of syntactic complexity? 

 Kruskal-Wallis tests revealed that three out of four syntactic complexity 

measures significantly differ across the CEFR levels. Left embeddedness, modifiers per 

noun phrase, and sentence syntax similarity measures were the ones that demonstrated a 

statistically significant difference. Statistically significant differences were observed 

between A2-B1, A2-B2, and B1-B2 levels in terms of the left embeddedness measure. 

Moreover, statistically significant differences were identified between A1-A2, A1-B1, 

A1-B2, A1-C1, and A2-B1 levels in terms of the modifiers per noun phrase measure. 

A2-B2, A2-C1, and B1-B2 were also identified to significantly differ from each other in 

terms of sentence syntax similarity. However, minimal edit distance was the only 

syntactic complexity measure that does not significantly differ across the CEFR levels, 

and none of the levels does not significantly differ in terms of the modifiers per noun 

phrase measure. 

Research Question 3: Is there consistency within the same CEFR level 

distribution in a spoken learner corpus in terms of discursive features? 

The tests of normality revealed that most of the data within the levels were not 

normally distributed. The only normal distribution was found in the connector use in the 

A1 level, connector use in the C1 level and discourse markers use in the C1 level. The 

other discursive features were non-normally distributed within the levels. This finding 

might have affected the other findings related to the discursive features across the levels.  

Research Question 4: Is there consistency among CEFR level distributions 

in a spoken learner corpus in terms of discursive features?  

In total, 48 references of backward reference, 58 references of code-switching, 

3686 references of connectors, 1181 references of discourse markers, six references high 

information load, 87 references of reference to context, and 18 references of weak 
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coherence were identified in all of the levels of the corpus. Connectors were the 

discursive features that were used the most in all levels in the corpus. The greatest 

number of instances were identified in the C1 level texts, and B2, B1, A2, and A1 

follow, respectively. The mean scores of connectors use in the levels of the corpus 

increased in line with the increase of word counts and proficiency levels.  

The second discursive feature that was used the most in all the levels was 

discourse markers. B2 level texts were the ones that discourse markers were used the 

most in the speeches, and B1, A2, C1, and A1 level texts follow, respectively. The mean 

scores of discourse markers instances from the A1 to the B2 increased as the proficiency 

levels did, however, a decrease in the mean scores of discourse markers in the C1 level 

of the corpus was identified, which could spring from the topic, environment, and 

interaction-related issues, or due to C1 level not demonstrating a typical sampling.  

Reference to context was the third discursive feature that was used the most in 

the learner speeches across the levels. B2 level of the corpus was the one that reference 

to context items were identified the most. B1, A2, A1, and C1 level texts follow, 

respectively. The mean scores of reference to context items within the levels increase 

with the proficiency level, nonetheless, C1 level texts did not appear to include any 

reference to context items, which could result from the range of topics selected in the 

level. 

Code-switching was used the most in the C1 level texts. A2, B1, A1, and B2 

level texts follow, respectively. The continuum A2-B2 revealed probable findings 

according to the mean scores of code-switching in the levels. Since the data were based 

on speech, and the speeches were the longest in the C1 level, the matter of mean scores 

of code-switching being the highest among the levels could be considered normal.  

Furthermore, backward reference was also used the most in the C1 level texts, 

and B1, B2, and A2 level texts follow, respectively. The fact that the number of 

instances increases in the A2 and B1 levels might be considered normal, nevertheless, 

there should not be a decrease in the B2 and C1 levels. The decrease in these levels 

could be due to the sample size or the data being non-normally distributed.  



98 
 

Finally, high information load and weak coherence were the discursive features 

that were rather rarely identified in the levels. Both high information load and weak 

coherence were only identified in the A2 level and B1 level texts. Weak coherence 

might have been expected to be found in the A1 level texts, however, no instances were 

observed in the A1 level of the corpus. The reason for the finding regarding weak 

coherence could result from the differences in the topics, the categorization of the texts 

in the correct level in the corpus, or the speeches being shorter in the A1 level than in the 

A2 level. The fact that no instances were identified in the upper levels of the corpus 

supports what was stated in the previous research.  

 

6.3. LIMITATIONS OF THE RESEARCH 

It is plausible that a number of limitations are present in the research and could 

have influenced the results obtained. To begin with, the sample size of the corpus is not 

evenly distributed (n = 8 for A1 level, n = 72 for A2 level, n = 151 for B1 level, n = 76 

for B2 level, and n = 7 for C1 level). Although several validity and reliability checks 

were conducted in the research, caution must be exercised inasmuch as the 

generalizability of these results in broader contexts is subject to certain limitations due to 

the inequality of the sample size.  

Besides, syntactic complexity extends beyond just the linguistic form and 

involves various other constituents, namely, the cognitive load of the speakers, the 

environment that the data were gathered, and factors arising from interaction, which 

limits the generalizability of the results. Furthermore, the procedure of the classification 

and level identification of the data was not clearly stated, hence, the validity and 

correctness of the corpus levels may be questionable, which in turn might affect the 

results of the present research. Finally, most of the research included in the literature and 

the discussion sections used either one or some of the indices and discursive features as 

well as using different statistical methods, which could be limitation of the discussion 
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section of the current research. The aforementioned limitations mean that one should 

interpret the findings of the research cautiously. 

 

6.4. PEDAGOGICAL IMPLICATIONS 

Notwithstanding the limitations, the present research offers valuable pedagogical 

implications based on the findings from the analysis of spoken texts in a learner corpus. 

First, the present research yielded that there could be problems in the classification of 

the levels in the correct CEFR level in the corpus. Considering BACKBONE was 

designed as pedagogic corpora for both learners to self-study and teachers to create tasks 

and activities, problems may arise resulting from the incorrect categorization of the 

levels. Hence, those wishing to include the corpus in their learning and teaching must be 

cautious when using the corpus. Also, based on the findings, it would be suggested that 

language curricula be prepared taking syntactic complexity and discursive features into 

consideration since such curricula would bring learners closer to the levels as defined on 

the CEFR. To exemplify, several instances of code-switching were identified in the 

levels. For this feature to be used correctly by the learners, curricula can be prepared so 

that learners can achieve the predicted goals of the specific levels. Also, strategies to 

improve learners’ use of minimal edit distance could be included in language curricula 

as the learners did not statistically differed across the levels in the current research.  

 

6.5. RECOMMENDATIONS FOR FURTHER RESEARCH  

 The findings unveiled from the analysis provide some insights for further 

investigation. First, further experimental investigations could be conducted exploring the 

cognitive processes of the learners in order to have a greater understanding of the 

learners’ motivations to use the language as they do. Moreover, researchers could use 

data that were categorized in a proficiency level with the help of a valid rating scale. 

Suchlike data can provide better insights into the learner language at specific proficiency 
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levels. Finally, on a wider level, research is also needed to explore the teachability of 

syntactic complexity and discursive features by dint of explicit instruction. Such data 

demand a longitudinal research design investigating the change in these features in 

learner language over a period of time, thereby enabling to reach better conclusions for 

preparing language curricula.  
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APPENDICES 

Appendix A. Examples of excerpts of all the CEFR levels.  

Excerpt 1. An example excerpt of A1 level 

Richard: Yes. My name is Richard, I'm 49 years old. I am living here (reference to 

context) in Tübingen a long time ago, 20 years, and (connector) my education. First, I 

was at the middle school, I don't know the exactly name, middle school then (connector) 
I make a education for profession like an electronic and then (connector) I go studying 
sport education and (connector) theology for to become or (connector) to get a teacher 

but (connector) I don't — I didn't go and (connector) teaching on this profession 
because (connector) another profession was offered. I go to an Unternehmen oder 

Firma (code-switching) I go to another company in health insurance, to AOK, the name 
it's called in German. 

 

Excerpt 2. An example excerpt of A2 level 

Markus: Ok. First, I explain something about me. My name is Markus Weber. I live — I 
come from Germany, I live in a small village nearby the borderline to Switzerland, it's 

about I think (discourse marker) maybe 10 to 15 kilometres. It's an — yeah (discourse 

marker), 10 to 15 kilometres. I have different ways which I can drive to my workplace. 

And (connector) so (discourse markers), ok (discourse markers), I have studied in 
Ravensburg-Weingarten, I was there (reference to context) on a high school of applied 
science. I studied there (reference to context) mechanical engineering, my main topics or 

(connector)  my study — my major field in study was in research and development, 
especially, or for example I have some — I have the German words Vorlesungen (code-

switching)? 

 

Excerpt 3. An example excerpt of B1 level 

Mustafa: … before (connector) like (discourse marker) working in a pension but 

(connector) you need like (discourse marker) you just (discourse marker) tell rooms, 

prices and (connector) you slowly like (discourse marker) try to explain your own 

hometown. But (connector) when (connector) … I work in my own pension and 

(connector) hotel and (connector) you know (discourse marker), always, you know 

(discourse marker), talk with the tourists. That's help, really help like (discourse marker) 

both — like (discourse marker) three countries I've been to like (discourse marker) …  

 

Excerpt 4. An example excerpt of B2 level 

OK (discourse marker), in Spain, well (discourse marker), I can tell my experience. I've 
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been working in several shops like (discourse marker) selling clothes or (connector) — 

yeah (discourse marker) … Here (reference to context), in Spain, job opportunities for 

students is — are very reduced and (connector) yeah (discourse marker) you can only 

work on shops, working for long hours and (connector) getting little money. Yeah 

(discourse marker), that's the way it works and (connector) we accept it because 

(connector) there is nothing else. 

 

Excerpt 5. An example excerpt of C1 level 

… there's very very very few students who go to upper-secondary education, I mean, 

(discourse marker) in fact in my school we don't do that, we just do up to 16. If 

(connector) they want to do those last 2 years of school, they have to go to a different 

village and (connector) finish there (reference to context). But (connector) it's onl I 

think last year we only sent 3 or 4 students maximum to study Bachillerato (code-

switching), upper-secondary education … 
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APPENDIX B. Example output on the Coh-Metrix web-tool 
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