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SANAL GOSTERGE PANELINDE DERIN OGRENME TABANLI GERCEK-
ZAMANLI NESNE ALGILAMA UYGULAMASI

OZET

Liks ve giivenlik otomotiv endiistrisinde iki vazgecilmez bilesen hale gelmis
durumdadir. Liiks, ara¢ yolcular ile ilgiliyken giivenlik sadece yolcularla ilgili degil,
ayn1 zamanda aracin kendisi ve araci ¢evreleyen nesneler yani; insanlar, diger araglar
veya herhangi yol kenarindaki nesneler vb. ile de ilgilidir. Bu tanim genellikle yol
trafik giivenligi olarak adlandirilir. Ara¢ ve yol trafik giivenligi i¢in kullanilabilecek
bir¢ok teknoloji vardir.

Bu caligmada, sanal gosterge panelinde uygulanan Gelismis Siiriicii Destek Sistemi
(ADAS) olusturmak i¢in derin 6grenme tabanli bir gergek-zamanli nesne algilama
algoritmasi kullanilmistir. Gergek bir aracinin CAN BUS'undan gelen veriler OBD-I1
portu ilizerinden okunmus ve tasarlanan gosterge panelinde gosterilmistir. Sanal
goOsterge panelinin grafik arayiizii, alinan verileri ger¢ek-zamanli olarak gostermek
icin OpenGL kullanilarak tasarlanmistir. Arabaya monte edilmis bir kamera tarafindan
goriintiilenen canli goriintiiler, gercek-zamanda nesne algilama ve siniflandirma icin
nesne algilama algoritmasina iletilmistir. Ardindan, bu bilgilerin hepsi sanal gosterge
panelinde tek bir entegre sistem olarak gosterilmistir. Sistem 20 fps hizina ve 79%
dogruluguna kadar goriintii isleyebilmektedir.

Anahtar Kelimeler: ADAS, Gergek-Zaman, Nesne Algilama, Nesne Siniflandirma
Sanal Gosterge Paneli.



A DEEP LEARNING BASED REAL-TIME OBJECT DETECTION
IMPLEMENTATION IN A VIRTUAL INSTRUMENT CLUSTER

ABSTRACT

Luxury and safety have become two indispensable components in the automotive
industry. Luxury is related to the passengers of the vehicle themselves. But safety is
related not just to the passengers, but also to the vehicle itself and the objects
surrounding the vehicle including human beings, other vehicles and any other roadside
objects. This definition is generally called road traffic safety. There are many vehicle
and road traffic safety technologies.

In this study, a deep learning based real-time object detection algorithm is used to
create an Advanced Driver-Assistance System (ADAS) that is implemented in a virtual
instrument cluster. The data coming from the CAN-BUS of a vehicle is read via ODB-
Il port and displayed in the cluster as well. A virtual cluster graphical interface is
designed using OpenGL to show the received data in real-time. A live stream captured
by a camera installed on the car is fed to the object detection algorithm for real-time
object detection and classification. Next, all are shown in the virtual cluster as a one
integrated system. The system is able to process by up to 20 fps and accuracy up to
79%.

Keywords: ADAS, Real-Time, Object Detection, Object Classification, Virtual
Instrument Cluster.



INTRODUCTION

The US Department of Transportations’ National Highway Traffic Safety
Administration (NHTSA) declared in March 2014 that all vehicles less than 4500 kg
(10000 pounds) will be required to contain a back camera starting from May 2018.
The congress required the rule as a part of the 2007 Cameron Gulbransen Kids
Transportations Safety Act that occurred after a two years old child go to the back of
his father’s SUV car without his father recognizing him. His father then derived the

car back over him accidentally and reasoned in his death in the family’s garage.

Also reports published by the WHO (World Health Organization) says that about 1
million people or more loses their life and about 50 million are being injured by road
accidents per year. The real disaster is knowing that most of these people are youth or

children between 10 and 19 years old.

Vehicle Safety technologies (VST) and Advanced Driver-Assistance Systems (ADAS)
that are these systems developed to help the driver in his/her driving process and
making vehicles smarter and safer have become a must in all new vehicles. Not for
luxury or welfare as believed but first and foremost for the safety and security of

drivers, passengers, passers-by and all other roadside objects.

This kind of systems uses a lot of technologies like radars, lidars, cameras, object
detection and segmentations algorithms, position measuring sensors, distance
measuring sensors (like ultrasonic) and more and more technologies that makes these
systems aware of the threating states warns the driver, suggest actions or may be takes
decisions in critical situations. There is a wide variety of types of these systems like
anti-collision systems, lane change and blind spot detection, pedestrian detection,
night-vision enhancement, driver impairment monitoring and adaptive cruise control,

etc.

Most of these systems uses the instrument panel or in another word the instrument
cluster in front of the driver for displaying some information, messages or warnings.

Drivers primarily relies on the vehicle's instrument cluster as the main source of

1



information. Specially in commercial, industrial and special purpose vehicles the
instrument cluster is exposed to high demands, and therefore, it must be extremely
resistant. The information delivered to driver must be easy structured, readable and
commensurate with specific customer needs. carmakers these days tends to use digital
panels other than analog panels aiming to reach these goals, cut costs, increase
proficiency and satisfy the market. the accustomed panels were always made of plastic
chaises which contains informatic lights and mechanical indicators controlled by
stepper motors. Digital panels exchanged those indicators with graphical virtual
representations shown on LCD screens controlled by microprocessors and Graphical
Processing Units GPUs. These digital panels are now widely used in intermediate and

low categories unlike before they were only used in high-class vehicle categories.

The "Valid" GIC for example is a panel that is similar to the old traditional analog
panels, however it is built on new graphical representations. Valid for example can
display a lot of information on a digital graphical LCD including; engine gauges, brake
system, air system, tire pressure, fuel & trip information, OBD diagnostics
information, battery voltages, camera video (IP) and more other information. Also, a
lot of new systems like this are made by developers like Cypress, Continental, Visteon
and others contains variety of features and technologies.

In this study an Advanced Driver-Assistance System is implemented in a virtual
instrument cluster. A general information about the proposed system itself, the idea it
is built on and the technologies used in achieving this work is discussed in the next
two sections 1 and 2. Tools used and the stages approach to this work are then
described in details in the section 3. Drives us to the testing methodologies that is
discussed in section 4 beside showing the evaluated results according to more than one

accuracy metric. Finally, inferences and future works related to this study are provided.



1. GENERAL INFORMATION
This section provides a brief over view about the thesis and related works.

1.1. Vehicle Safety Technologies (VST)
After the super-fat of the culture of acquisition of personal cars, the rate of car
manufacturing increased by a huge way. Increasing with it not only comfort but also

road risks and accidents.

So, Vehicle Safety Technologies (VST) in the automotive industry are those safety
technologies and systems developed specially to safeguard passengers and passers-by
lives beside insuring the general automobiles and road safety. Car-to-car and vehicle-
to-vehicle communication devices, GPS tracking features and Electronic stability
control (ESC) systems are examples of vehicle safety technologies.

1.2. Advanced Driver-Assistance Systems (ADAS)

Human mistakes are mainly the reason for almost all road accidents. So, Advanced
driver-assistance systems are that type of vehicle safety technologies developed to aid
vehicle’s driver while he/she is driving aiming to decrease these human errors.
Advanced driver-assistance systems automate and enhance vehicle systems to make it

more intelligent and increase by that car and road safety.

The GM vibrating seat warning system is a great example of an ADAS system. The
Cadillac’s vibrating seat starting from the Cadillac ATS 2013 warns the car driver if it
began to drift out of the road lanes. So, if the driver starts to drift right or left from the
road lanes the seat vibrates on the same side the vehicle is drifting towards, warning
the driver of a danger, and may adjust the steering wheel by its self in some vehicles’
ADAS systems like that in the 2019 Toyota Corolla. Also, the Cadillac’s vibrating seat
vibrates on both sides of the seat if the vehicle recognized a danger in front of the car.
A lot of ADAS systems are being developed now days, and some of them are enforced
by governments on manufacturers that to ensure secure roads.

Generally, systems inside a vehicle can be grouped into three categories:

3



e Information systems provides information about other vehicle subsystems like
status of engine temperature, statues of handbrakes, information coming from
various vehicle’s sensors like that coming from car parking sensor system etc.,
providing general information like the current time, the outside temperature, etc.
and also provides information that are not related to the vehicle itself like
navigation systems and traffic information receivers.

e Entertainment systems provides visual or auditory entertainment like car radio,
USB readers and DVD players.

e Safety systems aims to increase safety of driver and passengers, either by directly
supporting the driver in driving task or indirectly supporting the car itself. Like
ABS (directly), ESP (indirectly), Cruise control system, Airbag system, Auto-lock

system and etc.

ADAS can benefit from these three types of systems and may merge or make systems
from different categories interact to reach the aim of enhancing the safety of vehicle
and passengers. For example, using the radio which is an entertainment device in

announcing some information or warnings to the driver in time of danger.

ADAS can be categorized into five categories [43]; lateral control systems,
longitudinal control systems, reversing or parking aids, vision enhancements systems,

and intelligent speed adaptation.

Lateral control systems:

They are systems that monitors the area surrounding the vehicle, and takes an action

to prevent a possible collision. There are three types of these systems are currently

being developed:

e The Lane Keeping Systems (LKS) and Lane Departure Warning Systems (LDW)
like shown in Figure 1.1., helps the vehicle to stay in the road lane, preventing
sleepy or oblivious drivers from crossing the lanes of the road and hit an obstacle.
The lane warning systems alert the driver when starts drifting out of the lanes; The
lane keeping systems takes real actions by correcting the vehicle’s route towards
inside of the lane again. They generally use image analysis to detect the lines on

the road. These systems are found now days in a lot of modern vehicles like in the



2019 Toyota Corolla like mentioned before. And also, in most of new models of

Cadillacs, Audis and other a lot of car brands for sure.

»
»

WARNING CORRECTION

Figure 1.1. Lane Keeping Assist system [7]

The Lane Change Assistance (LCA) and Blind Spot Monitoring Systems like that
in Figure 1.2. detects the presence of an overtaking vehicles specially in the points
of vision difficult for the driver to see, and alerts the driver if present. In general
cameras and/or radars are used in systems like this. The Volvo S80 was the first
to use this system in 2007 and then it is used in variant models of VVolvo, Mazda,
Ford and Mitsubishi.

Hostvehicle —~ — ——— 1~

Figure 1.2. Blind Spot monitoring system in the i-ACTIVSENSE
mazda technology [8]

Side-obstacle warning systems also uses cameras and/or radar to sense the
obstacles surrounding the car. Once a possible danger is recognized, these systems
notify the driver of the danger that may happen. And may also take some

correcting actions in emergency situations in some systems.



Longitudinal control systems:

These systems keep the situation in front and back of the vehicle under observation,

and act upon the throttle and the brakes if necessary. There are five types of these

systems are currently being developed:

Adaptive Cruise Control (ACC) or Distance Keeping Systems like that in Figure
1.3. uses sensors like Radio Detection and Ranging (RADAR), Light Detection
and Ranging (LIDAR), etc. to calculate the gap between the host vehicle and any
obstacles ahead. Traditional cruise control systems maintain the speed set by the
driver by acting upon the throttle, whereas ACCs also use the brake and other
vehicle’s dynamics parameters of the vehicle to decelerate if an obstacle is
detected or to accelerate when traffic allows it to. Mitsubishi was the first to offer
a lidar-based distance detection system in 1992 on the Japanese market called
Debonair, and marketed as “Distance Warning”’; The system was able to warn the
driver in case of a vehicle is existing, without influencing throttle, brakes or gear
shifting.

I dist

sensor

Figure 1.3. Adaptive Cruise Control System in Ford Co-Pilot 360 technology [9]

The Forward collision warning and avoidance systems also uses cameras, radar or
sometimes laser (LIDAR) to observe obstacles at the sides or in front of the
vehicle. when the system senses a possibility of a crash, it warns the driver, and if
there is no action taken by the driver it avoids the accident automatically by
lowering the speed or/and changing the direction of the vehicle. At low speeds
about 50 km/h or lower, it may use the brakes even to completely stop the car, but

at high speeds it mostly steers the wheels to an appropriate position.



A lot of vehicle manufacturers started to introduce this system between years 2010
& 2014 starting from Volvo, Mercedes and Honda in 2010, VW and Ford in 2011,
Audi in 2012, Skoda, Mitsubishi and FIAT in 2013 and BMW in 2014.

e Intersection collision warning systems allows vehicle to communicate with the
road infrastructure to detect vehicles or pedestrians crossing an intersection and
avoid collision with them. This type of systems started to appear in countries like
the US where about 30% of accidents takes place at crossroads, which is a reason
for more than half of the road injuries and around 10 thousand of deaths per year
[18].

e ‘Stop and Go’ systems are designed for intense urban traffic. They allow the
vehicle at low speed to keep track of the anterior vehicle when stopping and
moving without the driver's intervene. They are built on the same premise as the
ACC technology.

e Pedestrian detection and Human sensing systems alert the driver if a pedestrian or
a vulnerable object enters the path of the vehicle. Different types of technologies
are used in developing this kind of systems but the two main ones are laser and
stereovision. Many manufacturers like Volvo, Ford, Nissan and GM started to

offer these systems starting from 2017.

Reversing & Parking assistance systems:

The reversing and parking assistance systems aims to provide helping to the driver at

low speed driving, for example in maneuvering operations.

e Reversing assistance systems are composed of a camera looking at the rear
mounted on the back of the vehicle and a display mounted on a panel in front of
the driver. They allow the driver to have a better view of what stands behind his
vehicle.

e Parking assistance systems are like the Lane Change Assistance (LCA) Systems,
however it is specified for low speed and short distance, like in car parking. These
systems calculate the estimation gap between the vehicle’s bumpers and the
obstacles near them and shows them to the driver. Generally, they use ultrasonic
Sensors.

e Intelligent Parking Assist System (IPAS), known as the Advanced Parking
Guidance System (APGS) for Toyota models in the US, was produced by Toyota
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in 1999 as an automatic parking system that helps driver in the parking process, it
is introduced in the Hybrid Prius and Lexus models in the Japanese market.
Vehicles containing this system can steer itself into a parking space without or
with a very little driver's intervention, through an in-dash screen and some control
buttons provided by the IPAS. An advanced version was revealed outside Japan
for the first time in 2006 for the Lexus LS sedan.

Automatic parking systems in general are systems skillfully move a car
automatically into a parking space achieving a parallel (like in Figure 1.4.),
perpendicular, or angle parking. It is very useful specially in crowded and difficult
places where drivers may have difficulty or take time in parking in a proper way,
increasing safety and comfort. These systems calculate the coordinates of the
vehicle and wheels' angle and achieves the parking process by steering the wheels

in the proper angles in a proper speed.
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Figure 1.4. Path planning of parallel parking in Self-Driving cars [10]



Vision enhancement systems:

Light and weather conditions can badly impair the ability of the driver to detect
potential hazards on the road. Automotive manufacturers and researchers started to
develop Night Vision Systems, generally based on infrared images aims to aid the
vehicle’s driver during driving in a bad weather or night time. There are two techniques
commonly used in such systems;

The first technique is based on near infrared images and requires illuminating the
objects on the road with an infrared light beam; after processing, the resulting image
shows enlightened objects.

The second technique is based on the thermal map of the environment provided by far
infrared video images. No light source is required. Pedestrians, animals, and running
vehicle are hotter than the normal environment and therefore are more visible in the
image.

Both techniques can be combined, and the resulting image can be presented to the

driver on a frontal screen or a head-up display like in Figure 1.5.

Figure 1.5. Night vision enhancement system [11]

Intelligent speed adaptation systems:

These systems like shown in figure 1.6. aims to maintain the speed of the vehicle below the

authorized limitations. It depends on a navigation system and/or a communication system to



provide the local speed limit. This limit is notified to the driver through the frontal monitor,

audible alert or acting with the brakes pedal when it is reached.

WARMING | @
SPEED LIFIT

N\

Figure 1.6. Speed limit violation warning system [12]

1.3. Virtual Instrument Clusters

In automotive industry an Instrument Cluster or Panel is a set of instrumentation
dashboard displays values of gauges like speedometer, RPM, fuel gauge, etc. and
indicators such as gearshift position, seat belt warning light, handbrake light, engine
errors and other many warning and information indicators and lights.

At the invention of vehicles instrument clusters where all of analog indicators. These
indicators started to be changed from its analog form to digital electronic indicators
step by step until a fully digital clusters are being manufactured today. The first
electronic instrument cluster was made in the Aston Martin Lagonda in 1976, then it
is started to be included in some models of vehicles like the Cadillac Seville 1978 and
other luxury vehicles. Instrument clusters can be divided into three types; Analog,
Digital (or Virtual) and Heads UP.

Analog (Conventional) instrument clusters:
These clusters are also called the traditional or conventional instrument clusters, and

an example of them is shown in the Figure 1.7. They use analog indicators and needles
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for displaying values. They may contain speedometer, RPM (Tachometer), fuel gauge,
temperature meter and some other important indicators like engine warning and low
fuel level indicators.

Speedometer and RPM are connected direct to the gearbox and starts rotation at
specific speed. The level of fuel is received from a floating device in the fuel tank as a

voltage level. Also, engine temperature is measured by a thermostat providing analog

measurements.

Figure 1.7. Analog instrument cluster in the 1971 Chevrolet Monte Carlo [13]

Digital (Virtual) instrument clusters:

Figure 1.8. Digital instrument cluster from the 1984 Dodge 600 [14]

Digital instrument clusters passed through different stages. The first stage like in
Figure 1.8. was a combination between analog and digital approaches where the
tachometer is replaced with LED bulbs, the speedometer is replaced with a seven-

segment display and other indicators are used as same as the earlier analog ones.
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In the second stage still, the traditional analog needles are used for speedometer, RPM,
temperature and fuel level indicators beside using sensors and ECU signals to gather
required data to the system, a character LCD is also added as a trip computer that can
provide information such as speed of the trip and time taken etc. But the most
important part in this display and the main revolution is that it was able to indicate

warnings to the driver in written format, as shown in Figure 1.9.

\ N f
“ unfjow =
& Q
430‘ t“‘\\

sk
L

e
Figure 1.9. “CHECK FILLER CAP” warning on BMW E39 character display [15]

In the third stage a full-size LCD TFT monitor is used to display values and indicators
instead of the needle gauges driven by stepper motors. And this is mainly the type of
systems called Virtual Instrument Clusters. An example is shown in Figure 1.10. In
this type of systems, the driver may be able to choose from several designs and select

the design he/she prefers.

Figure 1.10. Virtual Instrument Cluster in Tesla Model S [16]
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In this system also data is gathered using ECU and other related sensors. But due to
the real-time processing of the system it is able to provide more exact values. In these
systems users can customize a lot of things and features according to his need like
themes and designs or the time of driving for example (Wither in the morning for

example or in the afternoon etc.).

Heads Up displays:

These type of displays like that in Figure 1.11. are introduced now days in luxury
models. It is a fully digital system projected to the driver on side windscreen. It is
widely used in navigation systems beside displaying speed for example and other
important parameters, messages or warnings. It is useful in helping keeping focused in
both road and map without the need to look at the onboard computer itself. And in

some systems also it is introduced with voice instructions too.

&

Figure 1.11. Head-UP Screen by BMW [17]

1.4. Proposed System

In this study an Advanced Driver-Assistance System is implemented on the NVIDIA
Jetson TX2 development kit using the YOLOv3 object detection algorithm integrated
in a Virtual Instrument Cluster. A block diagram of the system is depicted in Figure
1.12. As seen from this figure a forward-looking camera capture the scene and transfer
raw image frames to processing unit where a GPU included Jetson TX-2 processing

13



unit is employed. The processing unit is connected to vehicle CAN-BUS network as
well in order to read some signal such as vehicle speed, motor rpm etc. for showing

them on the virtual cluster.

Eg;vl‘(’?r:d J Processing Unit | Virtual Cluster
g (Jetson TX-2) [ g Screen
Camera
A
CAN-BUS

Vehicle Network

Figure 1.12. Block diagram of the system components

The object detection algorithm is used to detect objects surrounding the car, showing
them to the driver on the front panel. Once correct object detection is performed; the
driver can be warned or the vehicle itself may carry out some corrective actions in
emergency conditions. This can help driver avoiding accidents, passing traffic lights
or recognizing traffic speed limitations for certain roads and so on.

Components of the proposed system and the stages of implementation are being

discussed in later sub-sections.
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2. BACKGROUND
In this section some basic knowledge related to this study will be discussed.

2.1. Control Area Network (CAN)

CAN is a serial communication protocol designed especially for automobiles but it is
now used also for many other fields and projects. CAN is a multi-master protocol that
allows microcontrollers and devices to communicate with each other without the need
to a host computer with speed up to 1Mbits/s [40]. So, it allows vehicle subsystems
like engine, ABS, gear control, airbags, breaks, central locking etc. to communicate
with each other inside the car without the need to a host management computer.

Robert Bosch was the first to introduce the protocol in 1983, and then it was published
in 1986 officially in Detroit at the SAE (Society of Automotive Eng.) conference. Intel
and Philips manufactured in 1987 the first CAN controller IC introduce to markets.
And it was the Mercedes W140 that first manufactured based on the CAN bus wiring

system.

Inside the vehicle there is a lot of microcontrollers or MCUs that controls a lot of
devices, sensors etc., each microcontroller and each device have its own features and
rules for sharing data, but on the other hand they need to communicate with each other,
and so they need a common HW and SW. In the past before CAN, point to point wiring
method was used to connect each device to all devices it needs to communicate with,
which was acceptable in the earlier limited systems. But by the great increasing of
number of devices inside the vehicle now days and the need to use more complex and
huge number of signals in communication and the need to deliver information in real-
time the point to point wiring became a problem. The CAN protocol was designed
specially to solve such a problem. Instead of the great number of wiring connecting all
the ECUs CAN protocol uses a serial bus to link them all reducing the complexity of
the system. The difference between the point to point wiring and the wiring after
introducing CAN protocol is illustrated in the following Figure 2.1.
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Figure 2.1. Point to Point vs CAN protocol wiring [19]

2.1.1. CAN architecture

CAN uses the known OSI model architecture illustrated in Figure 2.2. for
communication. Devices in an OSl-based network can transfer data between each
other through 7 layers defined by the OSI model. And they are widely used as the base

architecture for many communication protocols.

Data Layer Sub-Layers

pplication
Data Network Process to
Application
Presentation
Data Data representation
and Encryption
Session
Data Interhost communication
Transport
Seg ments End-to-End connections
and Reliability

Host La ye rs

l Packets |( Patr!\lDetermmatlon C Microcontroller )
and IP (Logical addressing)
Data Link
Frames MAC and LLC

CAN Controller
(Physical addressing)

Figure 2.2. Layers of OSI model used by CAN protocol [20]

Media Layers
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Just the bottom 2 layers of the OSI model are used by CAN; Physical & Data-link
layers. The BOSCH CAN didn’t define the rest of the layers in order to allow the

system developers to manipulate them according to what every system need.

e Physical layer is the real hardware means of communication in the network
including the cables, boards and all other physical means. In this layer type of
cables, voltage levels and the regulation process of transmission of bits through
between devices are defined.

e Data Link layer is the layer accountable for receiving data from physical layer bit
by bit and package them in one frame. Also, in case of transmitting it is
accountable for sending frames through the physical layer to other devices, and

waiting for the acknowledgement from receiving devices after sending.

A device in CAN protocol network is also called a node. All nodes of a CAN-BUS
network are connected through two twisted pair wires called CAN High and CAN
Low. When the bus is in idle mode, both of these lines carry 2.5V, but when data bits
are being transmitted, the CAN high line goes to 3.5V and the CAN low drops to 1.5V
which generates a 2.5V differential voltage between the two lines; That allows CAN-
BUS to resist magnetic and electrical field noises, that makes CAN very reliable in

electrically noisy environments like that in vehicles. This is illustrated in Figure 2.3.
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Figure 2.3. CAN Protocol Physical Wires [21]
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2.1.2. CAN node components
Each node of CAN protocol consists of Microcontroller, CAN Controller and CAN

transceiver like illustrated in Figure 2.4.

CAN H

CAN Bus
CAN L

RECEIVE DATA

RECEIVE DATA

CHECK DATA CHECK DATA

ACCEPT DATA

CAN Node CAN Node
2 n

(PREPARE DATA)
Microcontroller

CAN Node
1

Figure 2.4. CAN Protocol Node Components

e Microcontroller (MCU/ECU): Decides the meaning of coming messages and what
messages It wants to transmit to other nodes. Also, it controls devices, actuators and
sensors connected to the node. Microcontroller may be a controller or an ECU for engine,
brakes, air condition, auto lock, power seats etc. or any other vehicle’s subsystem
connected to the vehicle’s CAN bus.

e CAN controller: In data receiving mode CAN controller packages serially received bits
from the bus through transceiver after a full message is received completely, operates
error checking algorithms (like: Cycle Redundancy Check) to determine the existing of
errors due to transferring or not, and then Decides whether the node is interested in the
message or not. Also, in sending mode it takes messages from microcontroller and
transmits them to the bus serially when it is free through the transceiver.

e CAN transceiver: It is the physical layer for a CAN node which directly send the
bits through CAN wires serially. And it acts as the focal point between the CAN

controller and the physical wires of the CAN bus lines.
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2.1.3. BUS arbitration & Messaging
CAN-BUS doesn’t use addressing for identifying message receiver nodes, but every
node in the network receives all messages sent from all nodes, then each node defines

weather to accept or ignore it according to the interest through the message Identifier.

The identifier is the CAN message’s field that defines both the priority of the message
for arbitration and the data content. The message with the lower identifier is that with

higher priority in the bus arbitration.

The last versions of CAN protocol are the Standard CAN 2.0A that uses 11-bit
identifier and the Extended CAN 2.0B that uses 29-bit identifier. And both of them
can used to transmit data up to max 8 bytes per message. Their message data frame

formats are shown in the following Figure 2.5 and Figure 2.6 respectively.

Error

| Arbitration | Control | Data | management |
S1 11-pie | R [ £l
O | Jdentifier | T |P|[r0 | DLC 0...8 Bvtes Data CRC |ACK|O | F
F R |E F| S

Figure 2.5. Standard CAN 2.0 A Message Frame Format [22]
Error

Arbitration Control Data | management
SI oar-bit | S|1| q1g.pit |R Eld
0 . |R|D . |T|r1|r0| DLC| 0..8BytesData | CRC|ACK|O|F
r | ldentifier | p | | Identifier | F|S

Figure 2.6. Extended CAN 2.0 B Message Frame Format [22]

2.2. OBD-II

OBD is an automotive terminology stands for On-Board Diagnostics, which refers to
the ability of a vehicle to perform self-checking and reporting. OBD system allows
driver & technicians to reach several subsystems of the vehicle and check out their

status through data provided from the ECU.

Modern OBD implementations use communications ports allow providing various real-time
info beside the common diagnostic trouble codes (DTCs). The methods for reaching this
diagnostic info and the details about DTCs provided by ECUs are defined by the SAE J1979

standard.
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There are several OBD standard interfaces like ALDL, M-OBD, EOBD, OBD-II and
others. OBD-II is introduced in 1991 as an enhancement of OBD-I in terms of
standardization and potentiality. It provides diagnostic tools with DTCs, actuator tests

and sensor data. An OBD-II interface port is shown in Figure 2.7.

OBD-II interface supports five main protocols, at least one of them is found in a vehicle
contains OBD-II. They are SAE J1850 PWM, SAE J1850 VPW, ISO 9141-2, I1SO
14230 KWP2000 and ISO 15765 CAN.

In this work the 1SO 15765 CAN is used through the OBD-II port to access the car’s
CAN-BUS.

Figure 2.7. Standard OBD-II Connector [23]

2.3. Objects Classification & Detection

Classifying whether an image of a cat or a dog is one problem. But Detecting them in
an image and determining their locations in this image is a different problem. Image
classification is the process of predicting the class of a single object in an image. But
if the image contains more than one object then which one of them the classifier will
predict?! Or what if the location(s) of this/these object(s) in the image is needed to be
determined?! In this case classifiers can’t solve the problem and another approach is
needed. The process of predicting the location of an object along with the class it
belongs to is called Object Detection. Both Classification and Object Detection

examples are illustrated in the following Figure 2.8.
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Classification Object Detection

CAT CAT, DOG, DUCK

Figure 2.8. Classification of image vs Object Detection [24,25]

Classifiers made by neural networks are used to solve the first problem. But the second
problem is quite different and demands different methodologies. There is a variety of
algorithms that can solve the detection task, each with its own features and

performances.

In this study YOLO algorithm is used for object detection purposes. In this section
various methods for object detection will be introduced, discussing their features, the
differences between them and the reason for choosing YOLO in this work. Also,
YOLO algorithm itself will be discussed passing through its characteristics, how it

works and the different versions of it.

Generally, object detection methods are classified into one of two approaches;
Machine Learning-based and Deep Learning-based approaches. In Machine Learning
methods, features are define first using a feature extraction method, then an algorithm
like SVM (Support Vector Machine) is used to perform classification. However, Deep
Learning methods are based on CNN (Convolutional Neural Networks) and they have

the ability to perform detection without defining features specifically.

e Machine Learning approaches:
Conventional Machine Learning methods usually applies two stages in the object
detection process; Feature Extraction and Classification. While the Deep Learning
approaches processes them in one step.
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2.3.1. Feature extraction

Every class defining an object has some characteristic features that help in identifying
it. For instance: all squares are of four equal straight sides. Object detection approaches
uses feature extraction methods to extract these special features. For example, objects
that forms perpendicular corners with equal sides are considered if a square is
predicted. The same thing is applied in face identification approaches. As any face
contains some characteristic features defining it like nose, eyes and mouth. Also
features like color of skin and distance between these face objects can be needed to

detect a face.

There is a lot of feature extraction methods like Haar, SIFT, HOG, etc.

1. Haar feature selection
Like discussed above faces of all persons have the same characteristic features defines

them. Haar defines these characteristics.

Some characterizations of human faces:
e The eye region is darker than the upper-cheeks.

e The nose bridge region is brighter than the eyes.

Combination of characteristics that figures face features:
e Location and size of eyes, mouth, bridge of nose

e Value: oriented gradients of pixel intensities

The commonly used four Haar features illustrated on an image of a face are shown in

Figure 2.9.

: D (a) Edge Features =

l]] E (b) Line Features
(c) Four-rectangle features R = -
eyes darker nose lighter

Figure 2.9. Haar Features [27,41]
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2. Scale-Invariant Feature Transform (SIFT)

It is an algorithm used in detection and description of features in an image. It is
patented by the University of British in Canada and published in 1999 by David Lowe.
It is used in applications like object detection &recognition, robotic mapping and
navigation, 3D modeling, photo stitching, identification of human gesture, etc.

SIFT extracts features from collection of reference images and stores them in a
database and they are called “keypoints”. Euclidean distance of feature vectors is then
used in recognizing objects in other images by comparing features in database and
those in the new image to find equivalent features. Out of the whole set of matches
applied on the object, subsets of keypoints and its scale, location, and orientation in
the new image are specified to separate out perfect equivalents. Set of features that
agree to an object are exposed to more comprehensive verification models and

probability of presence of a specific object is calculated.

Disadvantage: The hurdle of SIFT is that it is very complex mathematically and
computationally. SIFT is based on the Histogram of Gradients. So, it is not very
efficient for low-latency devices, as the calculations of gradients of all the pixels in the

patch is costly and time consuming.

3. Histogram of Oriented Gradients (HOG) features
It is a feature signifier algorithm used in object detection approaches in image
processing and computer vision. The algorithm calculates number of prominences of

gradient orientation in specific location of an image.

In this algorithm the pixels that are directly surrounding every single pixel are looked
out, with the goal of determining how dark is this pixel compared to the neighboring
pixels. Next, a pointer is drawn showing in which orientation the image is getting
darker. This procedure is applied on all the pixels in the image and an oriented pointer
replaces each single pixel. The created pointers are called gradients. Gradients show
the influx from light to dark across the entire image. Image is then break up into small
squares of 16x16 pixels. In each square, number of gradients point in each major
direction is counted, and direction of all pointers in this square is replaced with the
directions of the majority pointer directions. As a result, for that, the original image

converted into simple representation that captures basic structure of a face.
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So, in brief like illustrated in Figure 2.10. detecting faces in HOG algorithm is the
process of extracting a part of an image that matches with a known HOG pattern that

was extracted from a bundle of training faces.

HOG version of our image

HOG face pattern generated
from lots of face images

Fooee

Face pattern is pretty similar to this region

of our image-we found a face!

Figure 2.10. Face Detection using HOG Algorithm [29]

Disadvantage: Despite being good in many applications, it still used hand coded
features which failed in a more generalized setting with much noise and distractions

in the background.

2.3.2. Classification

Classifiers are algorithms used to separate amount of data or objects according to their
specific group (ex. Person, Car, Animal, etc.). One of the most known classifiers is the
SVM.

Support Vector Machines (SVM) is a classifier algorithm that builds hyperplanes in a
multidimensional space, that separates cases of distinct class types, to carry out
classification task. In SVM objects are reorganized using some kind of mathematical

functions called Kernels and the process of arrangement is called mapping.

Viola-Jones framework one of the known object detection algorithm based on machine

learning is briefly explained in the next page.
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2.3.3. Viola-Jones object detection framework [41]

Viola-Jones is the first competent object detection algorithm to provide a real-time
object detection efficient rate. It is introduced in 2001 by Paul Viola and Michael
Jones. It is made specially for face detection but it can although be trained to detect a

variety of other object classes.

It is a machine learning based approach used to train cascade function by a set of
positive and negative images, then use this function for detecting objects in diffrent
images. A boosting algorithm called Adaboost is implemented to build strong bound
on the generalization performance. In the learning process, Adaboost algorithm is used
for selecting features which are capable of detecting the object of interest. the features
used are based on the Haar feature selection method functions which and are called

Haar-like feature.

The algorithm has four stages like illustrated in Figure 2.11.

Adaboost Learning Algorithm

Training | Feature Features Cascading
Samples 7| Selection - |_Classifier
& N

( Y -
N -] RN

(b) Line Features
e I
b
E (c) Four-rectangle features

Figure 2.11. Viola-Jones Object Detection Algorithm [26]

Disadvantage: Viola—Jones requires the face being detected in an image to be clear not
wearing masks or something like that. And to be straightly looking towards the camera.

Not looking up, down, left or right. That to have a full-face view.
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e Deep Learning approaches:

A classifier like VGGNet or Inception can be used and turned into an object
detector by sliding a small window across the image. At each step the classifier
runs to predict what kind of object is inside the current window. The sliding
window gives several hundred or thousand predictions for that image, but only the
ones the classifier is the most certain about is kept. This approach works but it’s
obviously going to be very slow, since the classifier is need to run many times.

Also, it is computationally expensive.

For this reason and for the fact that number of occurrences of objects of interest
in an image is not fixed and might have different spatial locations within the image
and different aspect ratios, which compels the need to select a huge number of
regions that could computationally blow up; the use of standard convolutional
networks followed by a fully connected layer is not the perfect solution. And
therefore, algorithms like R-CNN, R-FCN, SSD, YOLO, etc. is developed to find

these occurrences and localize them faster.

2.3.4. Region-based Convolutional Network (R-CNN)

To bypass the problem of selecting a huge number of regions, Ross Girshick proposed
a method uses selective search to extract just 2000 regions from the image and he
called them region proposals. Therefore, now, instead of trying to classify a huge
number of regions, just 2000 regions are used. These 2000 region proposals are
generated using a selective search algorithm that Generates initial sub-segmentation,
then uses greedy algorithm to reclusively combine similar regions into larger ones, and
finally uses the generated regions to produce the final candidate region proposals. This

is illustrated in the following Figure 2.12.
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image  proposals (~2k) CNN features regions

Figure 2.12. R-CNN Regions with CNN features [30]
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Disadvantages:
It cannot be implemented for real-time as it still takes a huge amount of time to train
the network as it would have to classify 2000 region proposals per image, and it takes

around 47 seconds for each test image.

2.3.5. Spatial Pyramid Pooling (SPP-net)

Running CNN to extract only 2000 regions using selective search still very slow and
takes a lot of time. So, SPP-Net tried to fix this with calculating the CNN
representation for entire image only once, and use that to calculate the CNN

representation for each patch generated by selective search.

Also, it used spatial pooling instead of traditionally used max-pooling after the last
convolutional layer to provide a fixed size representation of input for the fully-
connected layers of the CNN. This is illustrated in Figure 2.13.

fully-connected lavers (fcg, fc7)

t

fixed-length representation
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I N ... .. - D
4 16x256-d 4 4x256-d & 256-d
[l [ [/ S S
v spatial pyramid pooling layer

feature maps of convs
{arbitrary size)

' convolutional lavers
input image

Figure 2.13. A network structure with Spatial Pyramid Pooling Layer [32]

Disadvantage: “There was one big drawback with SPP net is that it was not trivial to
perform back-propagation through spatial pooling layer. Hence, the network only fine-

tuned the fully connected part of the network.” [25]
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2.3.6. Fast R-CNN

The same author of R-CNN developed a faster algorithm called Fast R-CNN based on
the ideas of R-CNN and SPP-net by fixing some of their problems. Fast R-CNN used
a back-propagation calculation like that of max-pooling, except that pooling regions
overlaps. Thus, a cell can have gradients pumping in from multiple regions.

Also, in Fast R-CNN bounding box regression is added to the classification neural
network to provide multitasking instead of training the network separately for both.
These two fixes increased the accuracy and reduced the overall training time compared
to SPP-net.

The reason “Fast R-CNN” is faster than “R-CNN” is the no need for feeding 2000
region proposals to the convolutional neural network every time. Instead, the
convolution operation is done only once per image and a feature map is generated from
it. A comparison between R-CNN, SPP-net and Fast R-CNN is provided in the
following graph in Figure 2.14.
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Training time (Hours) I g Region popos... 8 xcioding Region Propo
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SPP-Net
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23
Fast R-CNN
0 2% 50 75 100 0.32

Figure 2.14. Comparison between R-CNN, SPP-net and Fast R-CNN [33]

2.3.7. Faster R-CNN

Selective search used by R-CNN and Fast R-CNN to find out region proposals is slow
and time-consuming process that affects the performance of the network. Therefore,
Shaoging Ren came up with an object detection algorithm that eliminates the selective

search algorithm and lets the network learn the region proposals.

“Similar to Fast R-CNN, the image is provided as an input to a convolutional network
which provides a convolutional feature map. Instead of using selective search

algorithm on the feature map to identify the region proposals, a separate network is
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used for that. The predicted region proposals are then reshaped using a Rol pooling
layer which is then used to classify the image within the proposed region and predict

the offset values for the bounding boxes.” [28]

In the following Figure 2.15. a comparison between test-time of R-CNN, SPP-net, Fast
R-CNN and Faster R-CNN illustrates the improvements in speed.

R-CNN

SPP-Net

Fast R-CNN 2.3

Faster R-CNN| 0.2
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Figure 2.15. Comparison between R-CNN, SPP-net, Fast R-CNN &
Faster R-CNN [33]

2.3.8. You Only Look Once (YOLO)

YOLO is a neural network introduced by J. Redmon et al. in 2016 proficient in
detecting objects and their locations in an image, just in one image pass. It draws
bounding boxes around the detected objects, and can detect more than one object at
the same time. Other algorithms usually perform multilayer tasks on the image to be
able to classify and detect objects like illustrated in the previous sections. But what
makes YOLO very fast and performant is that it does detections in just a single network

pass. and this is the major breakthrough yolo made.

Darknet is a neural networks training framework. And it serves as the basic framework
for training YOLO. Means it sets the architecture of the network. It is open source,
written in C/CUDA and supports both CPU and GPU computation.

YOLO is able to predict objects class probabilities and to draw bounding boxes in a
single network in a single evaluation. The simplicity of the YOLO model allows it to
perform predictions in real-time. And this is the main reason for choosing YOLO for
the purposes of this study.
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YOLO algorithm like illustrated in Figure 2.16. takes an image as an input and divides
it into an SxS gird. Each cell of the grid predicts N bounding boxes with a confidence
score. This confidence is simply the probability that the box contains an object

multiplied by the loU between the predicted and the ground truth boxes.

S x S grid on input Final detections

Class probability map

Figure 2.16. YOLO Algorithm Detection Example [34]

YOLO network consists of 24 convolutional layers followed by 2 fully-connected
layers. Reduction layers with 1x1 filters followed by 3x3 convolutional layers replace
the initial inception modules. The Tiny YOLO model is a lighter version with only 9
convolutional layers and fewer number of filters. Most of the convolutional layers are

pretrained using the ImageNet dataset with classification.

2.3.9. Single Shot MultiBox Detector (SSD)

SSD is an algorithm developed by W. liu in 2016 with the same idea of YOLO. It is
able to detect objects, calculate objects’ class probabilities and their bounding boxes
in an image all at the same time. SSD provided a good accuracy with a high rated speed
too. Like shown in Figure 2.17. SDD uses a feature extraction model called VGG-16
pretrained on ImageNet, then adding a number of convolution feature layers of
decreasing sizes making a shape of pyramid represents images at different scales.
Large fine-grained feature maps at earlier levels are good at capturing small objects
and small coarse-grained feature maps can detect large objects well. In SSD, the
detection happens in every pyramidal layer, targeting at objects of various sizes.

30



Extra Feature Layers
VGG-16 ( A \
~— ltlro_ugthonvag Ijlxgr Classifier : Conv: 3x3x(4x(Classes+4)) D
'\
[ \ Classifier : Conv: 3x3x(6x(Classes+4)) 8
1N \ A
PR 3 (®)
| Tt PP ——— a—,
300 | | | o
L i o
| 8 19 19 I
Image | : } g
| Q
| I Convé_3 | | Coms Conv7 10 Conv: 3x3x(4x(Classes+4)) | @
| i | | (Fcey (FC7) g
300 | | | Conv_2 ‘ =
\ ! 38 ! 8
\\ | | \10 19 10 10_2 Convi1_2 ©
3 N | (o)
k 1 | S
N 52| | 1024] | 1024 512 256 256 i |15
Conv: 3x3x1024 Conv: 1x1x1024 Conv: 1x1x256 Conv: 1x1x128 Conv: 1x1x128 Conv: 1x1x128
Conv: 3x3x512-s2 Conv: 3x3x256-s2 Conv: 3x3x256-s1 Conv: 3x3x256-s1

Figure 2.17. SSD Algorithm Model Architecture [35]

2.3.10. YOLOV2 (& YOLO9000)

YOLOV2 produced by Redmon & Farhadi in 2017 as an enhancement version of
YOLO. YOLO9000 is built on top of YOLOv2 but trained with joint dataset
combining the COCO detection dataset and the top 9000 classes from ImageNet.

YOLOV2 applied a variety of modifications to make YOLO more accurate and faster

in prediction process:

e Batch Normalization: Added batch normalization on all the convolutional layers,

that leads to more accurate and faster training speed.

e Image resolution matters: Fine-tuning the base model with high resolution images
448x448 with the old 224x224 improved the detection performance.

e Convolutions with anchor boxes: Like in faster R-CNN, YOLOv2 used anchor
boxes to predict bounding boxes instead of using the fully-connected layers. Using
anchor boxes resulted in a very small drop in mAP but a large increase in the
recall.

e K-mean clustering of box dimensions: YOLOV2 used pre-defined sizes and scales
of anchor boxes like in Faster R-CNN, but using standard Euclidean distance-
based k-means clustering is not perfect as larger boxes gives more error than
smaller ones. So YOLOvV2 uses k-means clustering that leads to better loU

average.

e Direct location prediction: In YOLOv1 there was no restrictions on prediction

locations, so predicted bounding box could be far from the original grid location.
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That makes the model unstable. So, YOLOv2 constrained the location of
bounding boxes in a way that it would not diverge from the centre location too

much.

Add fine-grained features: Thel3x13 feature map output is suitable for detecting
large objects. But to detect small objects 26x26x512 feature maps from earlier
layer is mapped into 13x13x2048 feature map, then merged with the original
13x13 feature maps.

Multi-scale training: For training the model to be durable with input images with
different sizes, new image dimensions are randomly chosen for the input every 10
batches, network is resized and then continue training. The newly sampled size is

a multiple of 32.

2.3.11. RetinaNet

RetinaNet is an object detection algorithm introduced in 2018 to deal with dens

detection problems in background and foreground. It is based on two building blocks;

Focal Loss and Feature Pyramid Network.

Focal loss is a method designed to prevent negatives from clouding the detector
by trying to solve the imbalance between background and foreground that contains
the objects of interest.

Feature Pyramid Network is the mainstay for RetinaNet. The same as the pyramid
representation of images in SSD, Feature Pyramid Network provides a basic

vision methodology for object detection at different scales.

The main idea of Feature Pyramid Network is illustrated in Figure 2.18. Each network

stage is correspondent to a sequence of pyramid levels, and contains more than one

convolutional layer of the same size scaled down by a factor of 2 every stage.
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Figure 2.18. The illustration of the Feature Pyramid Network [36]

2.3.12. YOLOv3
YOLOV3 is developed by applying a set of “incremental improvements” (like the
author of YOLO named it) on YOLOv2. YOLOv3 introduced some needed

refinements for a real-time accurate object detection process as following:

Logistic regression for confidence scores:

YOLO and YOLOvV2 uses summation of squared errors for both localization loss
for bounding box offset prediction and classification loss for conditional class
probabilities. But YOLOv3 calculates confidence score for bounding boxes using
logistic regression that increased mAP.

No more SoftMax for class prediction:

Instead of the single SoftMax layer used in YOLOv2, YOLOv3 used multiple
independent logistic classifiers for each class, for predicting class confidence.
That is very useful specially in images contains more than one label, that even
may be mutually implicated.

Darknet & ResNet as the base model:

Instead of the Darkent-19 used for feature extraction in YOLOv2, YOLOv3 uses
Darknet-53 classification network which is much deeper and contains 53

convolutional layers. It has better performance and 1.5x faster than ResNet-101,
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and it has similar performance and 2x faster than ResNet-152 (like the author
mentioned in the paper).

e Multi-scale prediction:
YOLOv3 added more than one convolutional layer after the base feature extractor
model to make predictions at three various image scales something like Pyramid
Network used in SSD and RetinaNet.

e  Skip-layer concatenation:
YOLOVv3 concatenates the output of previous layer with that of prediction layers
(except for output layer). This process doubles the input size but it made the

detecting process better specially for small objects.

2.3.13. Conclusion
YOLOVv3 performs at par with well-known other detectors like RetinaNet, while being

considerably faster (about 4x faster) [42]. It is also better and faster than SSD. Here is

a comparison of performances shown in Figure 2.19 and Table 2.1.

(]

W YoLOva
@ RetinaNet-50
¢ RetinaNet-101

Method mAP-50 time
[B] SSD321 454 61
[C] DSSD321 461 85
[D] R-FCN 519 85
[E] SSD513 504 125
[F] DSSD513 533 156

[G] FPN FRCN 9.1 172
RetinaNet-50-500 509 73
RetinaMNet-101-500 53.1 90
RetinaMet-101-800 57.5 198

YOLOv3-320 515 22
48 YOLOv3-416 553 29
YOLOv3-608 579 51

50 @ 100 150 200 250

inference time (ms)

Figure 2.19. YOLO vs RetinaNet vs SSD performance on COCO 50 Benchmark [37]
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Table 2.1. RetinaNet outperforms YOLO at COCO 75 Benchmark [37]

backbone AP APy APy | APg APy APy
Two-stage methods
Faster R-CNN+++ ] ResNet-101-C4 M9 557 34| 156 387 509
Faster RCNN w FPN 1] ResNet-101-FPN 362 9.0 90 | 182 390 482

Faster RCNNby G-RMI[] | Inception-ResNet-v2[21] | 347 555 367 | 135 381 520
Faster RCNN w TDM [20] | Inception-ResNet-v2-TDM | 368 5§77 392 | 162 398 521

One-stage methods

YOLOv2[ 7] DarkNet-19( 7] 206 40 192 | 50 24 355
SSDSI3[ ) ResNet-101-SSD 312 S04 B3| 102 M5 498
DSSDSI3 () ResNet-101-DSSD 332 533 382 | 130 354 Sl
RetinaNet [7] ResNet-101-FPN 91 91 43| A8 47 502
RetinaNet [ /] ResNeXt-101-FPN 408 6L1 1 | U1 W2 512
YOLOv3 608 x 608 Darknet-53 B[O OS79 M4 | 183 B4 419

From these comparisons YOLO is very accurate compared to other object detections
approaches. Just RetinaNet is considered more accurate. But because of the high speed
of YOLO against RetinaNet, YOLO is chosen in this study. This is because the study
is working on automotive field that needs both accuracy and speed together.
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3. IMPLEMENTATION

In this section tools used in this work & steps of implementation will be discussed.

3.1. Tools Used in this Work

3.1.1. NVIDIA Jetson TX2

In this work the system is implemented on the Nvidia Jetson TX2 development board.
TX2 is an embedded system-on-module (SoM) with dual core NVIDIA Denver 2 +
quad core ARM Cortex-A57, 8GB 128-bit LPDDR4 and integrated 256-core Pascal
GPU supports CUDA. It contains an HDMI output port, a USB 3.0 interface and 2
CAN-BUS interfaces. The Jetson TX2 technical specs are shown in Table 3.1.

TX2 runs Linux and it supports the NVIDIA Jetson Development Pack for Linux for
Tegra (Jetpack L4T), which is an installer that automates installing and setting up the
development environment required to develop for the Nidia Jetson Embedded
Platforms, including flashing the Jetson kit with the latest OS image, libraries, APIs,
development tools, samples, and documentation. Thus, it is useful for deploying

computer vision and deep learning.

Table 3.1. Jetson TX2 Development Board Tech Specs [38]

GPU NVIDIA Pascal™, 256 CUDA cores

HMP Dual Denver 2/2 MB L2 +

L Quad ARM® A57/2 MB L2

4K x 2K 60 Hz Encode [HEVC)

L 4K x 2K 60 Hz Decode (12-Bit Support)
Display 2x DSI, 2x DP 1.2/ HDMI 2.0 / eDP 1.4
csl Up to 6 Cameras (2 Lane)
CSI2 D-PHY 1.2 (2.5 Gbps/Lane)
PCIE Gen 2| 1x4 + 1x1 OR 2x1 + 1x2
Data Storage 32 GB eMMC, SDIO, SATA
Other CAN, UART, SPI, 12C, 12S, GPI0s
usBe USB 3.0 +USB 2.0
Connectivity 1 Gigabit Ethernet, 802.11ac WLAN, Bluetooth
Mechanical 50 mm x 87 mm [400-Pin Compatible Board-to-Board Connector)
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3.1.2. CAN-BUS PHY (Transceiver)

As mentioned before a typical CAN device must contain a Microcontroller, CAN
controller & CAN Transceiver. Nvidia Jetson TX2 board contains 2 CAN-BUS
interfaces, but they are just CAN controllers without physical CAN transceiver. So, a
separate CAN transceiver is needed.

In this work the SN65HVD230D (Marked as VP 230) CAN Transceiver IC is used for
this purpose. And the “Eagle” Design & Schematic Software is used to design and
print a PCB transceiver circuit.

The schematic design and the final PCB of the circuit are shown respectively in Figure
3.1 and Figure 3.2 respectively.

W |
- I__k r = - ."‘E

Figure 3.2. CAN Transceiver PCB

37



3.1.3. Other components

e OBD-II to DB9 connector
OBD-I1 port of the car contains CAN High & CAN Low on the pins 6 and 14
respectively like shown in Figure 3.3.
For connecting the transceiver to the car’s CAN-BUS these pins are reached by
using an OBD-11 to DB9 connector, that is connected from one side to the CAN
Transceiver and from the other side to the OBD-II port of the car.

SO0
16 9

5 (Signal Ground)

4 (Chassis Ground)

6 (CAN High (J-2284)|
7 (1SO9141-2 K Line)
(CAN Low J-2284) |
10 (J1850 Bus-)

2 (J1850 Bus+)

15 (1SO 9141-2 L Line)
16 (Battery Power)

© o~ olo|la[wl -
-—
S

Figure 3.3. OBD-11 to DB9 Connector Pins [39]

e Vehicles
System is tested on Peugeot 5008 2011 and Toyota Corolla 2014 cars contains
OBD-I1 ports.

e Monitor
MustHD 7°” 4k LCD monitor connected to the board through normal HDMI
cable is used as the virtual cluster screen.

e Camera
A4Tech USB webcam with acceptable performance is used as the forward-

looking camera.
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3.2. Stages Approach to the Final System

The steps of creating the system can be arranged into 6 steps or stages.

3.2.1. Reading data from car’s CAN-BUS

After connecting the transceiver board to the car’s OBD-II port, it is connected to the
Jetson TX2 using the Jetson J26 GPIO (General Purpose Input Output) Expansion
Header on the board. The first CAN interface’s Rx and Tx signals are reached through
the J26 GPIO pins 5 & 7 respectively. Like shown in the J26 pinouts in Figure 3.4.

126
CAM_\WAKE 1] Ol[z WDD_3VW3_5Y5
CAND_STEY 3 4 VoD 1vE
CAND_RX 5 6 | APZMDM_READY
CAND_TX 7 8 | VDD_SWo_I0_SYs
CANO_ERR 9 [LO] BND
GND 11 12 12C_GP2_CLK
CAN1_STEY 13 14 12C_GP2_DAT
CAN_RX 15 16| WOT_TIME_CUT_L
CANL_TX 1 18 12C_GP3_CLK
CAMN1_ERR 19 20 12C_GP3_DAT
GND 21 22 SLEEP
1281 CLK 23 24 1281 SDOUT
1251_SDIN 25 26 1251_LRCLK
DEPE_OUT_OK |27 28 GND
DEPE_OUT_DAT |29 30 GMES_PEs

Figure 3.4. Jetson TX2 J26 Pinouts

The “can dump” that is one of the “can-until” Linux command line tools, is used to

read the data coming from the CAN-BUS.

3.2.2. Analyzing & understanding data
For being able to analyze & understand data, 3 small programs are made using C and

GTK.

A. The first program is used to Read all data received from the car’s CAN-BUS and
list them by ID, then keep showing the data values of last received 10 messages
for each ID. that’s to keep monitoring the changes in received data values in real-
time affected by car actions, that’s to select IDs thought to be of interest and use

them in the second program. A screenshot of this program is shown in Figure 3.5.
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CAN Analyser

-f® Counter MsgIDs Msg..10 Msg..09 Msg..08 Msg..07 Msg..06 Msg..05
1 170 8005833446928314138 8005833446928314138 8005833446928314138 8005833446928314138 8005833446928314138  80058334469283
2 32 721879040 721879040 721879040 721879040 671350784 721879040
3 452 13276048975010087939 13276048575010087539 13564279351161800707 13564279351161800707 13564279351161800707 13059876192896
4 610 592705486881 592705486881 592705486881 592705486881 592705486881 592705486881
5 705 13763227312840179976 13763227312840179976 13763227312840179976 13907342505211068680 13763227321429983496 13619112124764
6 865 6656 6656 6656 6656 6656 6656
7 36 16681605982115135490 16681605982115135490 16681605982115135490 16681605982115135490 16537490794005725186 16537490794005
8 611 15059717988520966 15059717988520966 15341192965231878 15622667941942790 15341192965231878 153411929652318
9 37 15492383405382830080 15492383405382830080 15492383405382830080 15492383405382830080 15492383405382830080 154923834053828
10 451 36 36 36 36 36 36
1 707 2053402836057718784 2053402836057718784 | 2053684311034429440 2053684311034429440 2053684311034429440 205368431103442
12 1088 4580180546 4580180546 4580180546 4580180546 4580180546 4580180546
13 547 3242591731706757120  3242591731706757120 | 3242591731706757120 3242591731706757120 3242591731706757120 324259173170675
14 180 13546827679130451968 13546827679130451968 13546827679130451968 13546827679130451968 13546827679130451968 135468276791304
15 456 128 128 128 128 128 128
16 186 3187671040 3187671040 3187671040 3187671040 3187671040 3187671040
17 548 576461851815051264  576461851815051264 | 576461851815051264  576462951326679040  576462951326679040  576462951326679
18 608 6336845051191623432  6336845051191623432 | 6336845051191623432  6264224507200339720 6264224507200335720 633684505119162
19 963 179220395327488 179220395327488 179220395327488 181419418583040 182518930210816 182518930210816
20 1217 50331649 50331649 50331649 50331649 50331649 50331649
21 896 16044073672515584 16044073672515584 16044073672515584 16044073672515584 16044073672515584 160440736725155
22 1597 21185691853783193 21185691853783193 21185691853783193 21185691853783193 21185691853783193 9
23 563 956301312 956301312 956301312 956301312 956301312 956301312

Figure 3.5. SC while Monitoring Data of all Received IDs from Toyota Corolla
CAN-Bus

B. The second program is used to Read and monitor just one specific ID at a time by
listing all data received from it Byte-by-Byte. That’s to be sure whether an ID
picked from the first program was really interesting or not. And if so, then to be
able to determine exactly which of the ID’s bytes is of important values to the
system and what is the meaning of these values. In Figure 3.6. bytes read from the
engine temperature sensor id (0x488) 1% byte is shown while its value is 0x112
which indicates a real 74 or 75 °c.

o CAN Analyser

Startre | counter MsgIDs Byte..1 Byte..2 Byte..3 Byte..4 Byte..5 Byte..6 Byte.7 Byte..8

916 548 32 0 0 0 2 96 0 8
915 548 32 0 0 0 2 96 0 8
914 548 32 0 0 0 2 96 0 8
913 548 32 0 0 0 2 96 0 8
912 548 32 0 0 0 2 97 0 8
911 548 32 0 0 0 2 96 0 8
910 548 32 0 0 0 2 96 0 8
209 548 32 0 0 0 2 96 0 8
908 548 32 0 0 0 2 96 0 8
907 548 32 0 0 0 2 96 0 8
206 548 32 0 0 0 2 96 0 8
905 548 32 0 0 0 2 97 0 8
904 548 32 0 0 0 2 98 0 8
903 548 32 0 0 0 2 96 0 8
902 548 32 0 0 0 2 98 0 8
901 548 32 0 0 0 2 97 0 8
900 548 32 0 0 0 2 98 0 8
899 548 32 0 0 0 2 98 0 8

Figure 3.6. SC while Monitoring Data Bytes of Breaks ID 0x224 From Corolla
CAN-Bus
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C. The third program is used to Separates data collected according to Its IDs into
separate log files. Then sending these data again through the CAN-BUS to the car
but each ID separately. That’s to be sure more and more of the IDs and their bytes’
value meanings. In Figure 3.7. the log file of the speedometer ID 0x38D is shown
while its value is 0x1A=2610 that means a real speed 70 KM/h.

, JEBDEE‘

1 “1517235415.4?5594
2 (1517235415.515628
2 (1517235415.555647
4  (1517235415.553724
(1517235415, 635680
(1517235415.675711

) can0 38D§122T74CBDB30B00
) can0 38D#12274C55B11000
) can0 28D#1z2274C5CBL2B00
) can0 38Df12274Cn4B23D00
) can0 38DE12RT4CABRAF4500
: ) can0 38Df12214CEB3B25100
T {1517235415.715721) can0 38D#12RC4CBABOEO0O
g {1517235415.755742) can0 38D#12R14CC2RFTI00
5 {1517235415.795541) can0 38DE1RRAT4CCSBOB300
)
)
)
)
)
)
)
)

LN

10 {1517235415.8359%926) cand 38D41an74CD1ADSDOO
11 (1517235415.87573€) canbd 38DF1anT74CDSBOROOO
12 (1517235415.915741) canb 38DF1AB24CEOAFEDOO
12 (1517235415.9%55752) canb 38DF1AB24CEBRECS00
4  (1517235415.59%5749) can0 38D#1AC34CEFBLDT00
15 (1517235416.035737) can0 38D#1AC34CFTBOEEDD
16 (1517235416.075681) can0 38DF1AC34CFFBOFS00
17  (1517235416.115737) can0 38D#1ACE4DOEBLOF0O0

Figure 3.7. SC while Logging & Resending Data of Speed ID 0x38D through
Peugeot CAN-Bus

Understanding values of bytes related to each 1D was approached specifically using
the second program by monitoring specific ID and its bytes in real-time.

3.2.3. Creating virtual gauges design & controlling it in Real-Time

After data coming from the CANBUS is captured, a design for gauges is carried out
and controlled using C++ & OpenGL, using an already existing design for an Audi A4
car’s gauges design. In this stage the real-time data read from the vehicle’s CANBUS

is used to control the virtual design in real-time.
3.2.4. Integrating camera Real-Time stream

Next, the camera stream is introduced to the system and displayed in real-time in the

middle of the virtual cluster.
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3.2.5. Installing & training YOLO

In this stage the Object detection algorithm YOLOV3 is installed and get to work on
the Jetson TX2 board using the detailed descriptions on the YOLO website. Then it is
trained using a dataset of 1000 images to detect some road objects like road lanes. But
just for now for more accurate results the pre-trained YOLOvV3 and Tiny YOLO
models are used to detect just these 7objects (“person”, “car”, “truck”, “bus”,

“motorcycle”, “bicycle” and “traffic light”).

3.2.6. Compiling YOLO with the virtual gauges integrated in a one system

At the last stage of integration all the parts are of the system is put together worked as
a one system. The system controls the indicators and gauges in the virtual cluster using
real-time data coming from the CAN BUS of the vehicle. Also, at the same time, the
real-time stream of the camera is passed to the object detection algorithm YOLOv3
and the final YOLO output is displayed in the middle of the virtual cluster too. In
Figure 3.8., the integrated system’s screenshot is shown while system is detecting

objects in real-time.

,///,_—\

Figure 3.8. A Screenshot of the Final System Working in Real-Time

42



4. TESTING AND EVALUATING

Evaluating the accuracy of a system is the most important task in any study. The India
Driving Dataset IDD that contains 4,794 testing images from total number of 46,588

images is used to test this system using 3,414 images from it.

A C++ program is written to convert the Ground truth annotation files of the IDD from
XML format to the same format as YOLO txt output files. Then system outputs are
logged into txt files. And another C++ program is written and used to compare the
system’s output files with the ground truth files. Finally, Accuracy, Precision, Recall
& F1 Score values are calculated for both YOLOv3 & Tiny YOLO models.

Before looking at the results of testing lets understand some important accuracy

metrics used in evaluation.

4.1. Confusion matrix
The confusion matrix is a table reflects the performance of a system through

comparing 4 values. Table 4.1. illustrates these 4 values.

Table 4.1. Confusion Matrix

Predicted
Class
MNo Yes
Mo TN FP
Actual
Class Yes FN ™

TP & TN are the correctly predicted positive or negative values compared to the actual
class.
e True Positives (TP) - When actual class is YES and predicted class is also YES.

e True Negatives (TN) - When actual class is NO and predicted class is also NO.
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FP & FN are the values occurs when the actual class is different from the predicted

class.

False Positives (FP) — When actual class is NO and predicted class is YES.
False Negatives (FN) — When actual class is YES but predicted class in NO.

4.2. Accuracy metrics

Values of confusion matrix are used in calculating 4 important accuracy metrics.

Accuracy

It is the ratio of classes predicted correctly to total number of predictions.
Despite being an important metric, accuracy is not the perfect indicator in some
kinds of models, like those having a large imbalance in classes existence,
achieving high accuracy rate but with wrong real indication. So, beside accuracy,
further performance metrics are needed to be able to evaluate the performance of
a model better. such as the F1 score.

Precision

It is the ratio of correctly predicted observations as positives, to the total number
of observations predicted as positives. which means that precision is inversely
proportional with the rate of false positives.

Recall (Sensitivity)

It is the ratio of correctly predicted observations as positives, to the total number
of observations must has been predicted as positives (means to all positives in
actual class). So, it answers the question: How many predicted positive values
from the all actual positive values.

F1 score

“F1 score is the harmonic mean of Precision and Recall.” [6]

4.3. Experimental Results

The part of reading real-time data from car’s CAN-BUS and using these data to control

the virtual instrument cluster in real-time is working great.

The pre-trained YOLOvV3 and Tiny YOLO models are used for testing the system. The

output of the system is logged. Then it is compared to the truth table of the IDD dataset
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by calculating the loU between the recognized objects and the original objects in the

truth table. Comparison is applied in this way:

e All objects recognized by the system that is originally exists in the truth table and

with an loU >= 0.5 are considered as True Positive (TP).

732w ®Two Hearts Beat As ...

Figure 4.1. Cars are detected as cars correctly (cars exist in truth table) => TP

e All objects detected by the system but originally doesn’t exist in the truth table or

with an loU < 0.5 are considered as False Positive (FP).

732w ® Two Hearts Beat As ...

\

Figure 4.2. Trash Can is detected as a person incorrectly (no person in truth table)
=>FP
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e All objects not recognized by the system and originally doesn’t exist in the truth

table are considered as True Negative (TN).

732w ©Two Hearts Beat As ...

Figure 4.3. No person is detected and no person in the truth table => TN

e All objects not recognized by the system, but originally exists in the truth table

and must has been detected are considered as False Negative (FN).

B732u' @ Two Hearts Beat As ...

Figure 4.4. Car exists in truth table but is not detected by the system => FN

The detailed values of TP, TN, FP and FN are shown in Table 4.2. And the total
values of them, beside the evaluated Accuracy, Precision, Recall and F1-Score for
each of the YOLO V3 and V3-Tiny are shown together with the processing speed of
the system in Table 4.3.
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Table 4.2. Detailed system testing results using YOLOv3 and Tiny YOLO models

YOLO V3 YOLO V3 Tiny
TP TN FP FN Accuracy TP TN FP FN Accuracy

Bicycle 59 3273 39

Bus 683 2535 170

Car 2820 1442 332

Motorcycle 1256 1865 166

Person 2799 1195 727

Traffic Light 3370 19

Truck 527 2245 603 399 0.73 259 2600 249 667 0.76
8148 15924 2056 4483 4064 16504 2744 8567
Table 4.3. Final system testing results using YOLOv3 and Tiny YOLO models
- Accuracy | Precision  Recall

YOLO V3
Tiny 4064 16504 2744 0.6 0.32 19-22 FPS

From Table 4.3 it seems that the speed of object detection is inversely proportional to

the accuracy of the model. Means, for the YOLOv3 model it works very slow about
3-6 FPS (Frames Per Second) but with a great accuracy and F1 scores of about 79%
or more and 0.71 respectively. On the other hand, Tiny YOLO model works relatively
very fast about 19-22 FPS. Unfortunately, the accuracy and F1 score are noticeably
low with values 65% and 0.42 respectively in this case.

The big values of False Negatives specially in YOLOv3-Tiny affects accuracy and F1-
score considerably. As a False negative means that the system failed to recognize an
existing object, FN can be reduced by training the model with more data varies in size,
complexity, the time images are taken in (like in day light and in night), etc. which

will probably increase the accuracy and F1-score.
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5. CONCLUSION AND FUTURE WORKS

In this study, a deep learning based real-time object detection algorithm is used to
create an Advanced Driver-Assistance System (ADAS) implemented in a virtual
instrument cluster. A virtual cluster taking an Audi A4 gauges design as its basic
design is created, then it is controlled by a real-time data read from CAN-BUS of the
vehicle through the OBD-II port, and finally an object detection algorithm is integrated
to the system to show surrounding objects detected on the middle of the cluster’s

screen.

System is tested using two models, the YOLOv3 which was accurate but very slow
and the Tiny YOLO which was not that accurate but very sufficient in terms of speed.
In future work the system is going to be trained with a bigger dataset or use other
models for getting better results in terms of accuracy. Also, it will start reacting with
driver like warning him of a danger with visual & auditory alerts. Or even taking the

decision itself in emergency conditions.
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